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A B S T R A C T

Context: Software development involves many activities, and decision making is an essential one. Various
factors can impact a decision-making process, and by understanding such factors, one can improve the process.
Since people are the ones making decisions, some human-related aspects are amongst those influencing factors.
One such aspect is the decision maker’s personality.
Objective: This research investigates the relationship between decision-making style and personality within
the context of software project development.
Method: We conducted a survey in a population of Brazilian software engineers to gather data on their
personality and decision-making style.
Results: Data from 63 participants was gathered and resulted in the identification of seven statistically
significant correlations between decision-making style and personality (personality factor and personality
facets). Furthermore, we built a regression model in which decision-making style (DMS) was the response
variable and personality factors the independent variables. The backward elimination procedure selected only
agreeableness to explain 4.2% of DMS variation. The model accuracy was evaluated and deemed good enough.
Regarding the moderation effect of demographic variables (age, educational level, experience, and role) on
the relationship between DMS and Agreeableness, the analysis showed that only software engineers’ role has
such effect.
Conclusion: This paper contributes toward understanding the relationship between DMS and personality.
Results show that the personality variable agreeableness can explain the variation in decision-making style.
Furthermore, someone’s role in a software development project can impact the strength of the relationship
between DMS and agreeableness.
. Introduction

Professional practice is a process of problem-solving, which involves
aking decisions [1] and this is not different in software development,

s it can be conceived as a set of decisions [2].
A poor or suboptimal decision can impact software development.

or example, a manager’s poor decision can lead to a software project’s
ailure [3]. A requirements engineer’s wrong decision about the inclu-
ion of a requirement can lead to an incomplete software requirements
ist, and a consequent software project failure [4]. A suboptimal deci-
ion on software architecture can impact the software quality [5]. The
hoice of old technology can lead to software with a short life span [6].
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There are, indeed, many potential reasons for a poor or subop-
timal decision, e.g., time pressure, communication, and an incorrect
approach [7]. Many studies propose a way to improve decision-making.
For example, Dyba et al. [8], Dorst [9] and Razavian et al. [10]
highlight the importance of reflection to improve decision-making.
Lytra and Zdun [11] proposes an approach to improve the software
architecture decision-making. Vroom and Yetton [12] highlight the
amount of stakeholder participation in the decision-making process.

Malavolta et al. [13] state that the decision-making process is not
only data-driven but it is also people-driven. Because of the importance
of human aspects in decision-making, it is also important to explore
the human issues behind a poor decision. Razavian et al. [10] list
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several human issues behind a poor decision, such as cognitive bias,
which can be caused, amongst other reasons, by social attributes or
even some specific personality traits. In this context, the reflection plays
an important role in overcoming such issues; for example, decision
reasoning could help information gathering, problem identification,
and solution selection [10].

Abatecola et al. [14] conducted a literature review in which they
selected 29 studies from the Business and Management fields discussing
the relationship between personality and decision-making. As a result,
the paper related personality traits to the management outcomes such
as decision-making speed, leadership effectiveness, and information
acquisition.

Despite the interest in other fields in characterizing the relationship
between personality and decision-making, a recent systematic literature
review conducted by Mendes et al. [15] showed a gap in studies in
Software Engineering on the abovementioned relationship.

Mendes et al. [15] identified 30 different decision-making aspects
relating to personality, and decision-making style (DMS) is among
them. Vroom and Yetton [16] define DMS as the level of stakeholder
participation in the decision-making process; in other words, a DMS
indicates how much the decision-maker allows others to participate in
the decision-making process.

In this context, McAvoy and Butler [17] highlighted that the lack of
empowerment in the decision-making process could lead to a failure in
agile software development projects, which could be interpreted that a
more participative DMS is needed in order to gain success in an agile
software project.

Therefore, this work’s main motivation is to explore this gap pointed
by Mendes et al. [15], i.e., to investigate the relationship between
decision-making style and personality within a software engineering
context. This would lead us to address questions such as: How can a
software development organization improve the decision-making pro-
cess by considering decision-makers’ personalities? What are the per-
sonality factors that interfere with such a process?

Our main research goal is to understand the relationship between
personality and decision-making style (DMS) by (1) investigating if
such a relationship exists, (2) verifying if personality factors can be used
to explain the variation in DMS, and (3) identifying if demographic
variables moderate the relationship between DMS and personality.

In order to achieve this goal, we performed an exploratory study
[18] to assess the relationship between decision-making style and
personality through a survey investigation. Our population consisted
of software engineers, and the collected data included participants’
personality factors (independent variables) and decision-making style
(dependent variable).

The contributions of this paper are as follows:

• Characterization of the relationship between decision-making
style and personality.

• Identification of personality factors that explain the variation in
decision-making style.

• Identification of demographic factors that interfere with the rela-
tionship between decision-making style and personality.

The remaining sections are organized as follows. Section 2 presents
the works related to the research reported herein. Section 3 shows de-
tails about the research methodology, including the survey procedures,
variables, and how the data was analyzed. Section 4 describes the re-
sults and Section 5 discusses them. Section 6 presents the threats to the
validity of the results and, finally, Section 7 presents the conclusions,
including the future works related to this research.

2. Related work

This section presents previous research that relates to the work
detailed herein, arranged into three sub-sections. Section 2.1 describes
concepts and related work on decision-making and Section 2.2 does
so in relation to personality. Finally, Section 2.3 presents studies that
2

discuss the relationship between decision-making and personality.
2.1. Decision-making

A decision represents a choice made out of some alternatives and
implies, in many cases, a commitment of resources [19,20]. In turn, a
decision-making process comprises a set of steps leading to a decision.
An example of such process is represented by the following five main
steps: (1) identify the problem; (2) generate potential solutions; (3)
choose a solution amongst the available alternatives; (4) implement the
solution; (5) evaluate the effectiveness of the implemented solution [7].

Decision is an important topic in software engineering. Burge et al.
[2] even define that software development could be conceived as a
set of decisions. McAvoy and Butler [17] highlight the interconnection
among the set of decisions, which implies that one decision leads
to and impacts upon other decision(s) in the same software project
development.

There are many software engineering studies related to decision-
making, as detailed next. The systematic literature review by Cunha
et al. [21] investigated how software project managers make their
decisions. They identified 27 studies comprising eight main topics.
The topic with the highest number of studies was agile develop-
ment practices. The studies under this topic discuss the challenges of
shared decision-making on agile teams [22], map agile practices to
the decision-making process [23], discuss empowerment and group
consensus in agile teams, and explore the negative impact of agile
practices on decision-making [17,24].

Colomo-Palacios et al. [25] is one of the studies cited in Cunha
et al.’s [21] literature review, and it elaborates upon the impact of
emotions in IT organizations’ hard decisions. Although emotions are
related to neuroticism (a personality factor), this paper does not discuss
them from this perspective. Medina and Francis [26] highlight that a
good project manager should involve people in the decisions, and Rose
et al. [27] state the importance of having the entire team engaged in
the decision-making.

Another software engineering literature review investigated envi-
ronmental factors that impact individual decision-making [28]. The au-
thors identified 40 papers, from which they extracted 237 factors. They
aggregated these factors and proposed a taxonomy of environmental
factors affecting individual decision-making in software projects.

Concerning the decision-making process, Malavolta et al. [13] state
that group decision-making is the best choice, i.e., the more people
participating in the process, the better it is. Many authors highlight
the importance of collaborative decision-making on producing accurate
and complete architecture related decisions [29,30].

However, Vroom and Yetton [16] have another point of view; ac-
cording to them, the amount of stakeholders’ participation in decision-
making depends on the problem’s attributes. In this context, a problem
is a situation that needs a decision, and a problem attribute is a
characteristic that influences the decision effectiveness.

Vroom and Yetton [16] propose a definition decision-making style
(DMS) that, according to them, represents how much the leader
decision-maker allows other stakeholders to participate in the decision-
making process. The concept was defined considering a model that
consists of two perspectives: normative and descriptive [16]. The
normative model helps an organization improve its decision-making
process. It aims to assess the problem’s attributes and suggest the
optimal DMS for that situation.

On the other side, the descriptive model aims to characterize one’s
decision-making style considering others’ participation in the process.
The assessment comprises 30 problems derived from interviews con-
ducted on different industry segments (chemical, energy, among oth-
ers). Each problem presents a scenario that combines different problem
attributes, and the respondent needs to choose amongst five alter-
natives that vary according to the stakeholders’ participation in the
decision-making process. Fig. 1 illustrates all the styles defined by the

authors.
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Fig. 1. Decision-Making styles [16].

Fig. 1 shows that a problem can be classified according to its
applicability. If a problem affects only one person, it is classified into
individual problems and if it affects more than one person, into group
problems. The investigation presented herein focuses on the group
problems because we understand that decisions made in software de-
velopment projects usually affect more than one person. Since this is the
instrument chosen to measure DMS, more details about the descriptive
model, particularly its assessment items and score computing formula,
are presented in Section 3.4. The following section presents concepts
and discusses work related to personality.

2.2. Personality

The word personality is originated from the Latin word persona,
which implies the ‘‘outward appearance or the face we display to people
around us’’ [31].

Personality is a term commonly used to describe how someone is;
for example, you can say that someone has a good personality meaning
that you like that person, or that someone has no personality meaning
that you think that person is boring [32]. There is, however, a distinc-
tion between how the general population uses the term personality and
how psychologists use it.

Usually, the general population employs the term personality to
describe the specific behavior of a specific person; however, psy-
chologists use it to describe what everyone’s personality consists
of [33].

Bergner [34] discusses many personality definitions and states one
that matches very closely the meaning we employed within the con-
text of this research. According to Bergner, individual personality is
regarded as a set of enduring characteristics (traits and styles) that
someone exhibits, representing his/her uniqueness. Those character-
istics are influenced by one’s disposition. Endurance is related to the
recurring nature of the characteristics across time, and disposition
represents a person’s tendency to exhibit such characteristics across
different situations, usually explained by the person’s internal process.

The Five-Factor Model (FFM) integrates all personality traits into
five main dimensions. These dimensions (or traits) are neuroticism,
extraversion, openness, agreeableness, and conscientiousness.

Extraversion and agreeableness are factors related to one’s interper-
sonal abilities [32] However, extraversion focuses on one’s sociability,
whereas agreeableness focuses on one’s tendency to be cooperative and
compassionate toward others [35].

Conscientiousness is a factor related to how controlled and disci-
plined someone is [36]. Neuroticism is also called emotional stability,
and it expresses how someone deals with his/her own emotions [35].
Finally, openness is related to creativity and how someone experi-
ences life [32]. The five factors and some adjectives for each one are
presented as follows [31]:

• Agreeableness: good-natured, soft-hearted
• Conscientiousness: hardworking, organized
• Extraversion: sociable, talkative, fun-loving
3

• Neuroticism: worried, insecure, nervous
• Openness: original, independent, creative

There are many scales associated with the FFM. For example, Cal-
ifornia Personality Inventory (CPI), Personality Assessment Inventory,
16 Personality Factors (16 PF) [37], NEO Personality Inventory (NEO-
PI) and its versions [38].

The IPIP-NEO is a questionnaire created by Johnson [39]. The
questionnaire’s items were derived from the NEO-PI set of items. It
focuses on the five main personality factors which are detailed into
personality facets (six facets per factor), as shown in Table 1.

Table 1
Personality factors and their facets.

A — Agreeableness N — Neuroticism

A1 — Trust N1 — Anxiety
A2 — Morality N2 — Anger
A3 — Altruism N3 — Depression
A4 — Cooperation N4 — Self-Conscientiousness
A5 — Modesty N5 — Immoderation
A6 — Sympathy N6 — Vulnerability

C — Conscientiousness O — Openness

C1 — Self-Efficacy O1 — Imagination
C2 — Orderliness O2 — Artistic Interests
C3 — Dutifulness O3 — Emotionality
C4 — Achievement-Striving O4 — Adventurousness
C5 — Self-Discipline O5 — Intellect
C6 — Cautiousness O6 — Liberalism

E — Extraversion

E1 — Friendliness
E2 — Gregariousness
E3 — Assertiveness
E4 — Activity Level
E5 — Excitement-seeking
E6 — Cheerfulness

The personality facets aim to detail the characteristics related to
each personality factor. Therefore, the use of facets can provide much
more detailed information about someone’s individual differences.

Although the scientific study of personality started in 1852 [40],
the first publication in the software engineering field about personality
only appeared in 1972 [41]. The mapping study conducted by Cruz
et al. [41] identified 90 studies from 1972 to 2010. Considering the
authors’ classification by topics, the main interest in software engineer-
ing research is the impact of personality on the software development
team (pair programming, team effectiveness, and sof process allocation)
and on education [41]. Despite a large number of included studies and
the diversity of topics, none of them discuss the relationship between
personality and decision-making.

Cruz et al. [41] also present the most used personality models in
software engineering. Most of the studies employed the MBTI (Myers–
Briggs Type Indicator) to assess personality (48%; 36 studies), fol-
lowed by FFM (19%; 14 studies) and KTS (Kersey Temperament Sorter,
9%; seven studies). This finding is similar to that presented in Bar-
roso et al.’s (2017) literature review, which notes that MBTI and
FFM are the most popular personality assessment instruments used in
software-engineering studies.

Barroso et al.’s literature review [42] investigates the influence
of human personality on software engineering professionals, and it
includes 21 studies published from 2003 to 2016. They sought evidence
of whether personality influences the ‘‘activities performed by software
engineering professionals’’. The authors found evidence of personality
influence in some activities, such as software testing [43]. Some of
the included papers bring a characterization of personality types for
software engineers [44,45]. However, none of the included studies in
this literature review discusses the relationship between personality
and decision-making. The following section discusses studies about the
relationship between decision-making and personality carried out on
other fields of science rather than Software Engineering.
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2.3. Decision-making style and personality relationship

The relationship between decision-making and personality has been
extensively studied by other science fields, especially Management
[15]. In total, Mendes et al. included 15 studies in their systematic
literature review from where they identified 28 different personality
aspects, 30 decision-making aspects, and 75 reported relationships
between them. However, none of the included studies were conducted
in the Software Engineering context.

Among the identified decision-making aspects identified by Mendes
et al. [15] is DMS, which contains three studies reporting six rela-
tionships. Müller et al. [46] discuss the relationship between DMS
and personality differences. They employed a mixed-method approach
starting with an interview and grounded theory to analyze the collected
data. The theories were validated through a survey investigation. The
DMS variables were classified into two categories: DMS differences and
DMS per si. Among many conclusions of the study, the authors found
out that differences in the DMS can be attributed to differences in the
individuals’ personality.

Hunt et al. [47] investigated the relationship between cognitive
style and decision-making. The cognitive style is measured by employ-
ing MBTI, a personality model. During the experiment, the participants
received a narrative case representing stages of the decision process
with a set of possible actions. The respondent should choose one of the
options. Considering the responses, the participant’s DMS was charac-
terized between three available options: analytic, intuitive, or mixed.
Then, the participant DMS was compared with the MBTI results. By the
end, the authors indicated the percentage of respondents with certain
personality traits with a certain DMS (analytic, intuitive, or mixed).
This same relationship is also discussed by Klein [48], which highlights
that intuition is related to experience and impacts decision-making.

The study conducted by Selart [49] employs the same DMS concept
and instrument used in our research. However, Selart [49] charac-
terizes an individual’s DMS through only six cases, instead of 30,
which is the complete instrument proposed by Vroom and Yetton [12].
Selart [49] seeks the relationship between locus of control and two
DMS (participative and group consultive). The study found a positive
relationship between a participative DMS and locus of control and
a positive relationship between the same personality trait and group
consultive DMS.

The research detailed in this paper goes beyond Selart’s one. We
investigated all the possible DMS and all five FFM’s personality traits
rather than only locus of control. Furthermore, we investigated the phe-
nomenon in the Software Development context. The following section
presents details about the research methodology we employed.

3. Research methodology

This research’s main goal is to understand the relationship be-
tween personality and decision-making style. This goal is reached by
answering the research questions presented in Table 2.

These goals were reached by employing survey research [50,51].
The following subsections detail the survey design, as follows: Sec-
tion 3.1 characterizes the survey population and sample, Section 3.2
describes the data collection, Section 3.3 provides details about the
variables employed herein, Section 3.4 presents the instrument used
to collect data and Section 3.5 documents the techniques employed to
analyze them.

3.1. Population and sample

In total, 344 people were contacted, out of which 138 agreed to
participate (40.12%); however, only 63 participants completed all three
parts of the questionnaire. Most respondents are male (72.59%), with
ages ranging between 26 to 35 years (57.84%). The most common role
is technical (50%); the most frequent education level is a bachelor’s
4

degree (62.75%); and back when the survey data were gathered, most
participants had between two and five years of experience in Soft-
ware Engineering related activities (35.29%). Details on the sample
characterization are presented in Appendix A.

This survey aimed at professionals who are involved in the decision-
making process in the software engineering context. We defined three
categories of such professionals, which are presented next:

• Business-related: people who know about the business and con-
tribute to requirements or any other business knowledge needed
to understand the software characteristics.

• Management-related: people who perform any task related to
software project management.

• Technical-related: people who perform any task necessary to
develop the software directly, such as requirements engineers,
software architects, developers, and testers.

These categories were motivated by the work from Schwaber and
Sutherland [52], who define teams as being composed of team leaders
(management-related professionals), team members (technical-related
professionals), and product owners (business-related professionals).
From our perspective, these three categories are concise and summarize
the main roles involved in software development, which is why we
chose them.

The criteria to select the survey population are summarized follow-
ing.

• the participant should be involved in the decision-making process
on software engineering context;

• the participant should be actively engaged professionally at least
in one or more of the three defined roles (business, management,
or technical).

All the participants were the first author’s acquaintances; therefore,
we used a non-probabilistic, convenience sample. They were con-
tacted via email or other online messaging tools (such as Facebook and
LinkedIn messengers). Participation in the survey was voluntary, and
only the respondents who agreed to participate received a link to the
survey’s data collection instrument (an online questionnaire). We also
executed snowballing by asking some people to contact others who
might also be willing to participate in the study (non-probabilistic,
snowballing).

3.2. Procedure

This survey was executed considering three main phases: planning,
recruitment, and data collection. The survey planning was performed
between March 2018 and June 2018. During this phase, we defined
the survey goals, variables, and the instruments to collect information
for each variable. We also performed a survey pilot to verify: (a)
the estimated time reported to complete the survey; (b) the clarity
and understandability of the questionnaires; (c) the arrangement of
the questionnaires and the decision-making style cases; and (d) any
opportunities for improvement of the survey’s execution process.

The recruitment phase happened during June 2018. We sent out a
message with the research goal, and other details related to the survey,
to 344 people. The message also asked for those contacted to suggest
other people who could participate in the survey. We sent an email with
the questionnaire link only for those who agreed to participate in the
survey.

The data collection phase started when we sent the questionnaire’s
link to the participants. We also sent three follow-up reminders to
increase the dataset size. It was executed from July to September 2018.

In order to provide feedback to the survey participants, we created
a report for every person who wanted and completed the survey.
The report briefly explained the theory behind the questions and the
participant’s score for the five personality facets and decision-making
style.
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Table 2
Research questions and their motivation.

Research Question Motivation

RQ 1 — Are decision-making style (DMS) and personality
variables (personality factors and personality facets)
significantly related?

Verify if there is a statistically significant association between
decision-making style and personality. This question, in fact,
assesses the suitability of answering RQ2 and RQ3

RQ 1.1 — If decision-making style (DMS) and personality variables
(personality factors and personality facets) are significantly related,
what is the direction of the relationship?
RQ 1.2 — If decision-making style (DMS) and personality variables
(personality factors and personality facets) are significantly related,
what is the strength of the relationship?

RQ 2 — Can personality factors be used to explain the
variation in DMS (prediction of DMS)?

Verify if personality factors has any influence on the DMS. If so,
build an equation that can predict DMS

RQ 2.1 — If personality factor can explain the variation in DMS,
how much of the variation can be explained?

using personality factors and then verify the accuracy of this
prediction.

RQ 2.2 — If personality factor can explain the variation in DMS,
what is the accuracy of the prediction?

RQ 3 — Can demographic variables (age, educational
level, experience, and role) moderate the relationship
between DMS and personality factors?

Verify if the demographic variables (age, educational level,
experience, and role) can affect the strength and/or direction of the
relationship between DMS and personality factors.
We received feedback from 15 out of the 61 reports we sent, with
their experience in answering the survey. Some of them stated that
they had never thought about how they decide before participating
in the survey. Others said that the survey helped them think about
some factors that can influence their decisions. Some confirmed that the
report describes their decision-making and personality characteristics
correctly.

3.3. Variables

Fig. 2 shows the variables for which we collected data about the re-
lationship between personality and decision-making style in the context
of Software Engineering. Regarding the scale, personality and decision-
making style are measured on an interval (or continuous) scale. Age,
educational level, and experience are measured on an ordinal scale; and
role in a nominal scale [50]

In this survey, the dependent variable is decision-making style. The
independent variables are those associated with personality (i.e., per-
sonality factors and personality facets). The moderation factors are the
demographic variables (i.e., age, role, educational level, and experi-
ence). An overview of the data collected for these variables is presented
in Appendix A.

3.4. Data collection instrument

The instrument used in the survey for gathering data is a ques-
tionnaire containing three parts: (1) personal information, (2) per-
sonality data, and (3) decision-making style. The questionnaire was
self-administered using Webropol.1 All the questions are closed-ended,
which means that the participant should choose one of the listed
alternatives.

The personal information part aims to characterize participants’
demographics. Therefore, it includes questions about gender, age, edu-
cation level, experience, and role in the project. This first part has six
questions in total, and the estimated time to complete ranges from 5 to
10 min.

The personality assessment part uses a questionnaire proposed by
Johnson [39]. It focuses on the five factors, and it also defines six facets
for each factor, as shown in Table 1

We chose the IPIP-NEO questionnaire because it has been used in
many studies [53–55] and because it is a public domain, free for use
and available on the Web.2 It has two versions; one contains 300 items,

1 http://w3.webropol.com.
2 http://www.personal.psu.edu/~j5j/IPIP/.
5

Fig. 2. Survey variables.

while the other has 120. We decided to employ the latter because,
despite the former’s superior reliability, by comparison, the shorter
version can be completed more quickly (between 10 to 20 min).

Each item in the personality questionnaire is related to one person-
ality factor and one personality facet simultaneously; moreover, each
item can be + or -keyed. A +keyed item adds value from 1 (very
inaccurate) to 5 (very accurate) points to the personality score (person-
ality factor and personality facet), and a -keyed the score attribution is
inverted,3 as shown in Table 3.

3 https://ipip.ori.org/newScoringInstructions.htm.

http://w3.webropol.com
http://www.personal.psu.edu/~j5j/IPIP/
https://ipip.ori.org/newScoringInstructions.htm
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Table 3
Score calculation for personality variables.

Chosen alternative +keyed -keyed

Very accurate 5 1
Moderately accurate 4 2
Neither inaccurate 3 3
nor accurate
Moderately inaccurate 2 4
Very inaccurate 1 5

In Table 3, considering that the total number of questionnaire items
per factor is 24, each personality factor’s theoretical score is between
24 and 120. Since the total number of questionnaire items per facet is
4, each personality facet’s theoretical score is between 4 and 20).

Finally, the decision-making style part assesses how much the
decision-maker leader allows other people to participate in the decision
process. The employed questionnaire contains 30 problems to assess the
decision-making style [56] and a scale to compute the level of partici-
pation for each problem [57]. The scenarios are real problems collected
through many interviews at companies from different segments (such
as the chemical industry, energy industry). The problem set considers a
combination of different problems attributes such as the availability of
information, problem structure, and chances of the decision be accepted
through organization [16].

For each problem, the respondent needs to choose one of five
alternatives that are the same for all of them. The five alternatives
are shown in Table 4, along with the added score if the alternative is
chosen.

Since the questionnaire has 30 problems, each participant can have
a decision-making style score between 0 and 300 (𝐷𝑀𝑆𝑡𝑦𝑙𝑒.𝑠𝑐𝑜𝑟𝑒 =
∑30

𝑛=1 𝑐ℎ𝑜𝑠𝑒𝑛.𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑒.𝑠𝑐𝑜𝑟𝑒). Higher scores indicate a more participa-
tive decision-making style and lower scores less participative style [12].
A sample of the DMS questionnaire can be found at https://tinyurl.
com/ys5u788r. The estimated time for completing the decision-making
style assessment is from 1.5 to 3 h (3 to 6 min per problem). This is
rather long and motivated us to divide the data collection into four
parts, as presented following:

• Part 1: Personal information (6 questions) and personality ques-
tionnaires (120 items)

• Part 2: Decision-making style problems (12 cases)
• Part 3: Decision-making style problems (9 cases)
• Part 4: Decision-making style problems (9 cases)

The participant initially received the link to Part 1. After concluding
each part, the respondent received the link to the next part until all of
them were completed.

3.5. Data analysis

This research has three main research questions (see Table 2), and
for each one, we defined a different statistical approach, which is
presented next. In all the analysis conducted in this study, a test was
considered statistically valid if 𝑝 ≤ 0.05.

The first research question (RQ 01) relates to measuring the strength
of association between decision-making style and personality variables
(personality factor and personality facets), and checking whether there
are any significant associations. We employed a statistical technique
called correlation analysis to measure the association and flag sig-
nificant relationships (RQ 1.1) and to quantify the strength of the
significant relationships (RQ 1.2). The related result is presented in
Section 4.1.

The scale of decision-making style and personality variable is con-
tinuous; however, some variables are not normally distributed, and
some of the relationships are non-linear. Hence, we employed a non-
parametric statistical test — Spearman’s correlation test, because it
6

is a technique that does not make any assumptions about variables’
distributions and relationships.

The second research question aimed to verify whether personality
factors can predict the variation in the decision-making style; if so, then
we build a regression model by means of a regression analysis that best
presents the amount of explained variation using personality factors as
predictors (RQ 2.1). The model’s prediction accuracy was also assessed
(RQ 2.2).

In order to answer RQ 2.1, we employed a linear regression
approach with backward elimination of variables. Also, cross-
validation was employed further to check the model’s accuracy (RQ
2.2) and to support our results. The selected model and its accuracy is
shown in Section 4.2.

According to Babyak [58], for each response variable in a model,
we would need less than S/10 predictor variables to include in this
model. Considering the number of personality facets (30), we would
need at least a sample size equal to 300 data points to include all
the personality facets as predictor variables. Therefore, due to our
sample size (63 data points), we chose to run the regression analysis
considering only the personality factors.

The cross-validation approach was used to check the accuracy of
the prediction model [59] and to compare the predicted model to the
median model. We randomly split our dataset into five size. Regarding
the regression with DMS as a dependent variable, we split this dataset
into five-folds, as shown in Fig. 3.

Fig. 3. Cross-validation procedure.

Note in Fig. 3 that the folds were used to build the mean model
and the predicted model. The mean model was created by filling each
dataset entry in the fold with the fold’s mean value.

The predicted model was created as follows: one fold was reserved
for testing and the remaining ones for training at each iteration. The
training set was used to build an equation, which is tested by the
remaining fold. In each iteration, three accuracy measures are calcu-
lated: Mean Magnitude of Relative Error (MMRE), percentages of the
estimate under 25% of error Pred(25) and Mean Absolute Residual
(MAR). The definition and interpretation of each measure are presented
in Appendix B.

The paired T-Test was used to compare the difference between the
median and predicted model, in other words, to check if there is a
statistically significant difference between the mean and the predicted
model. The test helped to check if the predicted model could be
used [60].

The T-Test’s null hypothesis is that the mean difference is zero [61].
In other words, the rejection of the null hypothesis implies a similarity
of the two variables. Therefore, p > 0.05 means that the median and
predicted models are similar.

https://tinyurl.com/ys5u788r
https://tinyurl.com/ys5u788r
https://tinyurl.com/ys5u788r
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Table 4
Alternatives and their scores added in the final DMS score [57].

ID Description Added Score

AI You solve the problem or make the decision yourself using the information available to you at the
present time.

0

AII You obtain any necessary information from subordinates, then decide on the solution to the problem
yourself. You may or may not tell subordinates the purpose of your questions or give information
about the problem or decision you are working on. The input provided by them is clearly in response
to your request for specific information. They do not play a role in the definition of the problem or
in generating or evaluating alternative solutions.

1

CI You share the problem with the relevant subordinates individually, getting their ideas and suggestions
without bringing them together as a group. Then you make the decision. This decision may or may
not reflect your subordinates’ influence.

5

CII You share the problem with your subordinates in a group meeting. In this meeting, you obtain their
ideas and suggestions. Then you make the decision that may or may not reflect your subordinates’
influence.

8

GII You share the problem with your subordinates as a group. Together you generate and evaluate
alternatives and attempt to reach an agreement (consensus) on a solution. Your role is much like that
of a chairman, coordinating the discussion, keeping it focused on the problem, and making sure that
the critical issues are discussed. You can provide the group with information or ideas that you have,
but you do not try to ‘‘press’’ them to adopt ‘‘your’’ solution and are willing to accept and implement
any solution which has the support of the entire group.

10
Finally, the third research question aimed at checking whether de-
ographic variables (i.e., age, role, educational level, and experience)
oderate the relationship between DMS and personality factors. In this

ase, we employed a hierarchical linear regression approach. It is
mportant to highlight that when using hierarchical linear regression to
nspect the moderation effect of a variable M, the moderator is included
n the predictor terms (IV) and then, in the second step, the interaction
erms (IV x M). The decision about the moderation effect is made by
erifying the model significance (p < 0.05) and the change in the 𝑅2.

. Results

The research reported herein has three research questions, as de-
ailed on Section 3. This section presents the results of the analysis
elated to each one. A deeper meaning of the results is discussed on
ection 5.

.1. RQ 01 — the existence of a relationship between decision-making style
nd personality factors and facets

The existence of a potential relationship between DMS and person-
lity variables (the personality factors and personality facets — RQ
1) was inspected using Spearman’s correlation. Table 5 shows the
orrelation coefficients (r), and the level of significance (p < 0.05) for
he correlation analysis between DMS and personality variables. The
umber of data points used to execute the analysis is 63.

The statistically significant correlations are those with p < 0.05.
esults showed that Agreeableness was the only personality factor
ignificantly correlated with DMS (r(63) = 0.224, p = 0.039); and that

six personality facets were also statistically significantly correlated with
DMS, as follows:

1. Anger (N2) (r(63) = −0.240, p = 0.029). This personality facet
was the only one with a negative correlation coefficient, which
means that the higher the DMS, the lower the N2, and vice-versa.

2. Three agreeableness facets are significantly correlated with DMS:
Trust (A1) (r(63) = 0.231, p = 0.034), Altruism (A3) (r(63) =
0.307, p = 0.007), and Cooperation (A4) (r(63) = 0.250, p =
0.024).

3. Two openness facets are also statistically significantly correlated
with DMS: Emotionality (O3) (r(63) = 0.230, p = 0.035) and
Liberalism (O6) (r(63) = 0.332, p = 0.004).
7

Table 5
Spearman correlation results between personality variables and decision-making style
(DMS).

Personality variables DMS

r p

Personality Agreeableness A 0.224 0.039*
Factors Conscientiousness C −0.084 0.258

Extraversion E 0.100 0.219
Neuroticism N −0.049 0.352
Openness O 0.191 0.067

Agreeableness Trust A1 0.231 0.034*
Facets Morality A2 0.051 0.345

Altruism A3 0.307 0.007*
Cooperation A4 0.250 0.024*
Modesty A5 0.077 0.275
Sympathy A6 0.078 0.272

Conscientious- Self-Efficacy C1 −0.209 0.050
ness Facets Orderliness C2 −0.031 0.403

Dutifulness C3 0.061 0.316
Achievement- C4 −0.009 0.473
Striving
Self-Discipline C5 −0.189 0.069
Cautiousness C6 −0.068 0.299

Extraversion Friendliness E1 0.081 0.263
Facets Gregariousness E2 0.108 0.200

Assertiveness E3 −0.016 0.452
Activity Level E4 0.007 0.479
Excitement E5 0.143 0.132
Seeking
Cheerfulness E6 0.182 0.077

Neuroticism Anxiety N1 −0.110 0.196
Facets Anger N2 −0.240 0.029*

Depression N3 0.055 0.335
Self- N4 0.208 0.051
Consciousness
Immoderation N5 −0.050 0.348
Vulnerability N6 0.108 0.199

Openness Imagination O1 0.141 0.136
Facets Artistic Interests O2 0.020 0.437

Emotionality O3 0.230 0.035*
Adventurousness O4 0.085 0.255
Intellect O5 −0.016 0.452
Liberalism O6 0.332 0.004*

Observations: n (sample size) = 63; r — correlation coefficient; p — Sig. (1-tailed):
*Correlation is significant at the 0.05 level (1-tailed).
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Table 6
Regression results for DMS predicted by personality factors.

Iteration 1 Iteration 2 Iteration 3 Iteration 4

B SE p B SE p B SE p B SE p

Const 93.76 65.59 0.27 87.76 63.52 0.30 58.54 49.86 0.45 92.32 42.29 0.08
A 0.78 0.53 0.13 0.73 0.52 0.15 0.66 0.51 0.18 0.91 0.47 0.08
C −0.35 0.46 0.44 −0.34 0.46 0.45 – – – – – –
E −0.24 0.58 0.63 – – – – – – – – –
O 0.75 0.61 0.19 0.75 0.61 0.22 0.69 0.54 0.19 – – –

𝑅2 .09 .09 .08 .06
Adj 𝑅2 .03 .05 .05 .04

F 1.5 1.97 2.69 3.75
p .22 .13 .08 .06

Observation: n = 62.

Table 7
Accuracy of the DMS predicted model.

Model Fold Equation Accuracy Measures

A* Const MMRE MAR** Pred(25)

Predicted 1 0.8 101.9 19.91% 36.28 76.92%
Model 2 1.1 77.43 11.71% 20.65 100%

3 1.1 81.31 30.44% 34.00 63.64%
4 0.8 105.5 18.36% 28.60 78.57%
5 0.9 88.56 24.22% 37.87 66.67%

Median 1 – – 19.15% 37.08 69.23%
Model 2 – – 9.89% 16.40 80.00%

3 – – 27.67% 31.18 63.64%
4 – – 19.15% 30.07 85.71%
5 – – 27.73% 42.47 60.00%

*A = Agreeableness. **DMS scores vary from 30 to 300.

Section 5 will discuss these results. The following section presents
the regression analysis, considering the DMS as the response variable
and the personality factors as predictor variables.

4.2. RQ 02 — use of personality factors to explain the variation in decision-
making style values

In order to investigate whether personality factors could predict
DMS (RQ 02), we carried out a multiple linear regression (MLR) anal-
ysis with backward elimination of variables. In this analysis, DMS was
the response variable, and four personality factors were used as inde-
pendent variables (agreeableness, conscientiousness, extraversion, and
openness). Neuroticism (N) was not included in the analysis because
it does not have a linear relationship with DMS. We checked different
combinations of transformations on DMS and personality factors. Only
the transformation 1∕𝑥4 on DMS and N solves the linearity problem.

owever, with this transformation, none of the factors are selected in
he backward regression. Therefore, we decided to exclude Neuroticism
rom the analysis.

No multicollinearity was observed (Variance Inflation Factor —
IF < 1.5 in all iterations and for all variables). The data met the
ssumption of errors’ independence (Durbin-Watson value = 1.772);

furthermore, errors do not show a significant deviation from a normal
distribution (W(62) = 0.987, p = 0.760), and they are homogeneously
istributed (Breusch-Pagan test, F(1, 61) = .335; p = 0.565).4 Table 6

presents the results of the MLR with backward elimination of variables.
Table 6 shows that the backward elimination procedure removed

one variable per iteration resulting in an MLR with four iterations. Only
agreeableness was selected to explain the variation in DMS (𝐴𝑑𝑗.𝑅2 =
0.04, p = 0.05). We employed 5-fold cross-validation to assess model
accuracy. The results are shown in Table 7.

4 One datapoint was removed to keep the homoscedasticity of the error
istribution. One datapoint was removed to keep the homoscedasticity of the
rror distribution.
8

Table 7 shows a predicted model with overall good accuracy. The
MMRE values range from 11.71% to 30.44%, and the MAR shows the
errors in absolute numbers, and it ranges from 20.655 to 37.869. The
Pred(25) values show that at least 63.64% of the prediction error is
lower than 25%.

However, these values do not differ widely from the median model
accuracy values. Therefore, we run a paired T-Test to compare the
absolute residuals values from the mean model and the same values
produced by the predicted models. We did not find a significant differ-
ence in the values predicted model (M = 32.07, SD = 25.14) and the
mean model (M =32.49, SD = 26.09); t(62) = 0.309, p = 0.759.

4.3. RQ 03 — the moderation effect of demographic variables in the
decision-making style and personality relationship

We also run a hierarchical linear regression to inspect the mod-
eration effect of demographic variables (i.e., age, educational level,
experience, and role) in the relationship between agreeableness (A) and
DMS (RQ 03). An illustration of the model and equation explored in our
analysis is presented in Fig. 4.

Fig. 4. Conceptual diagram, statistical diagram, and regression equation of the
moderation analysis.

We ran four hierarchical linear regressions, one for each moderator
(i.e., age, educational level, experience, and role). Due to the nature
of the moderators’ data (ordinal or nominal scale), we created dummy
variables to represent them.

The data met all the regression assumptions (normality, linearity,
independence error, and homoscedasticity) for all four hierarchical
regressions. The results related to the moderation effect of age and
experience in DMS are presented in Table 8, and the results associated
with the effect of educational level and role in DMS are showed in
Table 9.

The hierarchical model we ran using age, experience, and edu-
cational level as moderators (Tables 8 and 9, left side) resulted in
a non-significant model (p > 0.05). This means that those variables
(i.e., age, experience, and educational level) do not have a significant
effect on moderating the relationship between DMS and Agree-
ableness. However, the hierarchical model we run for the variable
‘‘role’’ provided different results.

Table 9 (right side) shows the hierarchical regression to inspect
the moderation effect of the variable ‘‘role’’. Observe that both steps
resulted in models statistically significant (p < 0.05). The coefficient
of interaction term int1 has significance slightly superior to 0.05 (B =
2.16, p = 0.065) and the change in the 𝑅2 is near to 5% (𝑅2 change
= 0.049). Therefore, we decided to visualize the effect of role in the
relationship DMS-A.

The variable ‘‘role’’ is nominal and can assume four different values:
business, management, technical, and mixed. As mentioned in the notes
of Table 9 (right side), we did not consider the value ‘‘business’’ in the
analysis because it has only one data point, which makes the prediction
impossible.

In order to illustrate the moderation effect of role, we took the
equation predicted by the second step of the hierarchical regression and
created a graphic for that equation. The result is shown in Fig. 5.
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Table 8
Results related to the moderation effect of age and experience in the relationship between DMS and Agreeableness.

Age Experience

Predictor Step 1 Step 2 Predictor Step 1 Step 2

B SE p B SE p B SE p B SE p

Step 1: Step 1:
Constant 67.860 44.041 .130 41.110 54.055 .451 Constant 136.084 59.738 .027 150.762 103.686 .153
A 1.261 .490 .013 1.561 .603 .013 A .449 .655 .496 .286 1.147 .804
Age Experience
(dummies): (dummies):
w1 −3.617 13.111 .784 42.086 138.161 .762 w1 4.730 19.114 .806 153.471 433.111 .725
w2 −1.628 17.604 .927 62.496 164.569 .706 w2 1.153 19.722 .954 −182.796 429.763 .673

w3 −7.185 16.490 .665 19.250 179.253 .915
Step 2: Step 2:
int1 (A x w1) −.509 1.516 .739 int1 (A x w1) −1.542 4.531 .735
int2 (A x w2) −.686 1.784 .702 int2 (A x w2) 1.936 4.494 .669

int3 (A x w2) −.294 1.928 .880

𝑅2 0.126 0.144 𝑅2 0.015 0.020
Adj 𝑅2 0.096 0.047 Adj 𝑅2 −0.066 −0.130
p 0.099 0.216 p 0.946 0.995
𝑅2 change 0.126 0.018 𝑅2 change 0.015 0.005
F for change 𝑅2 2.213 0.457 F for change 𝑅2 0.183 0.076

Notes: Notes:
– n = 50; – n = 54;
– Two dummies variables were created to represent age values – Three dummies variables were created to represent experience values
- The ages categories ‘<=25’ and ‘>55’ were removed due to the small
frequency (5 and 4 data points respectively)

- The experience categories’ internship’ and ‘< 2’ were removed due to the
small frequency (2 and 3 data points respectively)
Table 9
Results related to the moderation effect of educational level and role in the relationship between DMS and Agreeableness.

Educational Level Role

Predictor Step 1 Step 2 Predictor Step 1 Step 2

B SE p B SE p B SE p B SE p

Step 1: Step 1:
Constant 113.70 57.74 .054 83.962 63.493 .192 Constant 17.840 41.729 .671 151.74 86.52 .085
A .688 .643 .290 1.021 .707 .155 A 1.476 .444 .002 .012 .940 .990
Ed. Level Role
(dummies): (dummies):
w1 −9.702 13.09 .462 225.47 173.93 .201 w1 24.314 11.204 .034 −173.28 105.27 .106
w2 28.06 23.64 .241 −248.31 353.84 .486 w2 35.093 12.297 .006 −100.39 109.50 .364
Step 2: Step 2:
int1 (A x w1) −2.541 1.875 .181 int1 (A x w1) 2.16 1.14 .065
int2 (A x w2) 2.976 3.820 .440 int2 (A x w2) 1.48 1.20 .224

𝑅2 0.046 0.081 𝑅2 0.251 0.300
Adj 𝑅2 −0.009 −0.011 Adj 𝑅2 0.209 0.232
p 0.480 0.502 p 0.001 0.002
𝑅2 change 0.046 0.035 𝑅2 change 0.251 0.049
F for change 𝑅2 0.836 0.945 F for change 𝑅2 5.931 1-782

Notes: Notes:
– n = 56; – n = 54;
– Two dummies variables were created to represent educational level values – Two dummies variables were created to represent role values
- The educational level category ‘high school’ was removed due to the small
frequency (2 data points))

- The role category ‘business’ was removed due to the small frequency (1 data
point))
Fig. 5 shows that when the role is technical or mixed, the relation-
hip between DMS and A is stronger. However, this is not valid when
he role is management-related; i.e., there is almost no effect on the
bovementioned relationship. By comparing the slope of the lines that
epresent technical and mixed roles, it is possible to observe that the
ffect of technical is even higher than mixed.

. Discussion

Decision-making style (DMS) accounts for how much the leader
llows for others to participate in the decision-making process [12].
low DMS score indicates a low participation level (more autocratic

tyle), while higher scores point out to a higher participation level
more participative style).
9

In order to answer RQ01, we applied a correlation analysis ap-
proach. This analysis showed that six personality facets are statistically
significantly correlated with DMS (see Table 5). However, the highest
correlation coefficient is 0.332, meaning that DMS is not strongly
correlated (r < 0.7) with any personality variable (personality factor
or personality facet).

Concerning the direction of the relationships, five of them have a
positive correlation coefficient, meaning that the scores grow in the
same direction. Fig. 6 shows the scatterplot of the relationship between
DMS and O6, the one with the highest correlation coefficient.

It is not easy to visually see the proportional change in DMS values
with the increment of O6 values in Fig. 6. The reason is the low
correlation coefficient of the relationship (r = 0.332). The scatterplots
of all other relationships between DMS and personality facets with
positive coefficient is shown in Appendix C
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Fig. 5. Moderation effect of role in the relationship between DMS and Agreeableness.

Fig. 6. The scatterplot of the relationship between DMS and O6 (liberalism, r(63) =
0.332, p = 0.004).

Table 10
Individual characteristics that vary similarly to DMS score.

Positive correlation coefficient Negative correlation coefficient

Facet Characteristics Facet Characteristics

A1 Fair, honest, and have good
intentions

N2 Feel enraged when things do
not go in their way

A3 Like to assist other
A4 Dislike confrontation; they

can easily compromise their
own needs to get along with
others

O3 Aware of own feelings
O6 Ready to challenge

authority, convention, and
traditional values

People with more participative
decision-making style (high DMS
score) tends to have more of these
individual characteristics.

People with less participative
decision-making style (low DMS
score) tends to have more of these
individual characteristics

Table 105 shows all the personality facets with a statistically signif-
icant correlation to DMS, along with the characteristics of people with
a high score in the related personality facet.

Only one personality facet (N2, anger) has a negative correlation
coefficient (Table 10), meaning that the N2 and DMS scores grow
in different directions, or in other words, when N2’s score is high,
the DMS’s score tends to be low, as shown in Fig. 7. For the same
reason mentioned for the scatterplot on Fig. 6, it is not easy to see

5 The characteristics presented on Table 10 for each personality facet were
adapted from [62].
10
Fig. 7. The scatterplot of the relationship between DMS and N2 (anger, r(63) = −0.240,
p = 0.029).

the proportional change in DMS values with the changes on N2 values
visually (r = −0.240).

It is important to highlight that a significant correlation does
not mean a cause–effect relationship. The correlation shows only a
tendency of two variables to grow in a similar pattern, in the same
or opposite direction. Our analysis showed that the similarity between
personality facets and DMS is low because the correlation coefficient is
lower than 0.7 in all cases.

In relation to the personality factors, only agreeableness is statis-
tically significantly correlated with DMS (Table 5). It has a positive
coefficient and a not strong correlation (r(63) = 0.224 < 0.7, p = 0.039).

Agreeableness was also selected in the regression analysis to explain
4.2% of variation in DMS (F(1, 61) = 3.745, Adj. 𝑅2 = 0.042, p =
0.058), as shown in Table 6. The coefficient of agreeableness in the
regression model is positive (B = 0.908, p = 0.081), which means that
an increment in the agreeableness level impacts on an increment of
DMS score (more participative decision-making style).

The decision-making style (DMS) is about how much the stake-
holders participate in the decision-making process. A high level of
agreeableness describes people who always assume the best of oth-
ers [63]. Thus, it is easier for people with high agreeableness level to
believe that others’ participation in the decision-making process will
contribute positively to the decision.

Observe that the significance of the model selected by the regres-
sion procedure (Table 65) is slightly superior to the threshold (0.05)
as well as the coefficient significance of agreeableness. Furthermore,
the percentage of explanation is low at only 4.2%. However, the
cross-validation procedure (Table 7) shows a satisfactory prediction
accuracy, with absolute error numbers (MAR) ranging from 20.65 to
37.869. Considering that the DMS score ranges from 30 to 300, an error
between 20 and 40 units is small.

We also compared the median and predicted models using paired
T-Test, which showed no statistically significant difference between
them. Therefore, our tests showed using the mean model has the same
prediction accuracy as the model herein predicted. Therefore, further
investigation is needed, using a larger dataset, and also perhaps by
gathering data from a more diverse population within Brazil, and
worldwide.

Regarding the moderation effect of demographic variables in the
relationship between DMS and A, our analysis showed that age, ed-
ucational level, and experience do not modify the abovementioned
relationship.

However, the variable ‘‘role’’ moderates the relationship between
DMS and A. The results showed that when the value of ‘‘role’’ is
management, no effect in the relationship DMS-A is observed. However,
when ‘‘role’’ assumes the value technical or mixed, the relationship
DMS-A becomes stronger, as illustrated in Fig. 8.
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Fig. 8. The moderation effect of role on the relationship between DMS and
Agreeableness.

This result makes sense because people who perform technical or
mixed roles do not necessarily have been trained in management skills
(including those related to decision-making). Therefore, the lack of
training might impact the preference for a more participative decision-
making process (high DMS scores) because, in this way, the decision-
maker leaders can get some help from others in the team.

6. Threats to the validity

The research validity is an important discussion because it assesses
how close to the real world are the conclusions we made [64]. The con-
truct validity refers to the measurements and, applying to the survey
tudy presented herein, if the instrument employed actually measures
hat it is intended to measure [65]. On this context, the personality and
ecision-making style questionnaire has been used and tested before,
owever they were written originally in English. Because of our survey
opulation is composed by Brazilians, we translated the questionnaires
o Brazilian Portuguese. These translations were reviewed twice, first
uring the survey pilot and then by a third-party person. However,
aybe we introduced some errors during the translation process and

his might have some impact in the measurement.
External validity is another important aspect of validity; which

elates to the generalizability of the findings [50]. The main problem
ere is related to the survey population. The first problem is the small
ample size (only 63 data-points) due to the long DMS questionnaire,
hich takes from 1.5 to 3 h to be filled. A small sample size can result

n a low statistical power, in other words, it affects the probability of
statistically significant finding actually means a true effect [66,67].

Another problem related to the survey population is its geographic
istribution. Although the survey participants work in either Brazil
r abroad, they are all Brazilians, and have mostly technical roles.
hese characteristics can impact the generalization power of the survey
esults; therefore, one of the future work avenues is to replicate this
urvey with participants who have other nationalities and work outside
razil, with a mix of different roles.

Finally, among the threats to the internal validity of a survey
esearch mentioned by Fink [68], the only threat we found is related to
he selection of participants. All the participants were the first author’s
cquaintances, in other word, we used a non-probabilistic convenience
ample. The sampling method implies that not all members of the
imed population had the equal chance to participate in this study and
t can have impact in the randomization. We applied snowballing to
xpand the survey population and, therefore, to deal with this potential
hreat. However, this might impact in the internal validity of the
esearch results.

. Conclusions

This investigation contributes to an understanding of the relation-
hip between decision-making and personality. The research results
11

how that despite the relationship between decision-making style and t
Table 11
Frequency of responses for the demographic variables gender, age, educational level,
experience and role.

Gender # % Experience # %

Male 43 68.3% Internship 2 3.2%
Female 20 31.7% < 2 years 3 4.8%

2–5 years 20 31.7%

Age # % 6–10 years 10 15.9%

<= 25 5 7.9% 11–15 years 16 25.4%
26–35 36 57.1% > 16 years 12 19%

36–45 11 17.5%

46–55 7 11.1% Role # %

> 55 4 6.3% Business 1 1.6%

Technical 30 47.6%

Education # % Mixed 19 30.2%

High School 2 3.2%
Bachelor 37 58.7%
Master 16 25.4%
PhD 8 12.7%

Notes: — for all variables the total number of data-points is 63; # = number of
responses; % = percentage of responses.

ersonality has not been discussed in the Software Engineering context,
his relationship exists, and one’s personality characteristics influence
he decision-making style.

We found out that the personality factor agreeableness is statisti-
ally significantly correlated to DMS and also six personality facets.
owever, the highest correlation coefficient is 0.332, which shows

hese relationships are not strong because the highest correlation co-
fficient is lower than 0.7.

Our regression model explains 4.2% of DMS variation, which indi-
ates an effect of personality characteristics, in special agreeableness,
n the decision-making style. The model accuracy is good; however a T-
est showed no advantage to use the predicted model instead of median
odel (Section 5).

Finally, we found out that the variable ‘‘role’’ moderates the rela-
ionship between DMS and Agreeableness. The results pointed out that,
hen the role is technical or mixed, the effect for agreeableness in DMS

s increased.
As future work, the three categories of roles (check 3.1) could

e expanded upon, for example, focusing on the different techni-
al roles necessary for software development. This change leads to
more detailed analysis of the moderation effect of ‘‘role’’ on the

bovementioned relationship.
The decision-making style questionnaire designed by Vroom and

etton [16] and employed in this research is composed of 30 decision-
aking problems collected on companies from different segments (such

s the chemical industry, energy industry, etc.) Therefore, an important
uture work is to update the set of problems with situations that
oftware engineers may actually face during their tasks.

Furthermore, the decision-making style questionnaire can take be-
ween 1.5 h to 3 h to answer (Section 3.4. Therefore, another important
uture work is to investigate how to decrease the time required to
nswer it.

The abovementioned improvement could also help other important
uture work: collect more data, especially from respondents represent-
ng different countries. A more diversified sample might impact the
urvey results. Furthermore, with more data, it may be possible to
dentify more statistically significant correlations and predictors.

With more data points, it would also be possible to investigate the
rediction of decision-making style using both personality facets and
ersonality factors. This type of analysis would provide a more detailed
napshot of the relationship between decision-making and personality.

It is also important to highlight that our regression model’s explana-

ory power is not high (only 4.2%), which suggests that there may be
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other additional factors that can jointly predict decision-making style.
Therefore, a great opportunity for future works is to also explore other
factors.

The cause–effect relationship related to the regression model herein
presented could also be further investigated considering other research
designs (experiments, for example) and data analysis approaches (in-
terviews, for example).

Finally, and maybe the most important future work related to
this research is developing techniques to help managers who should
lead a specific decision-making, considering the candidates’ personality
profile.
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Appendix A. Descriptive statistics of survey variables

Table 11 shows the frequency for the demographic variables. These
variables are important to understand the survey population and, ex-
cept for gender, they are also used to verify the moderation effect on the
relationship between decision-making style and personality variables.

The distribution of DMS and personality variables are presented in
Table 12. The theoretical score range of DMS is from 0 to 300, as
explained in Section 3.4. For the personality factors, the theoretical
score range is between 24 to 120, and for personality facets between 4
to 20 (more details in Section 3.4).

Appendix B. Definitions and interpretations of accuracy measures

The accuracy of the model presented in this paper was calcu-
lated considering three different measures: the mean magnitude of
relative error (MMRE), percentages of the estimate under 25% error
or Pred(25), and mean absolute residual (MAR). The definition and
interpretation of each one are presented following [69,70]. On the
MMRE and MAR formula, 𝑥𝑖 is the actual value; 𝑥 is the estimated
value; and 𝑛 the dataset size.

• MMRE = 1
𝑛 (
∑𝑛

𝑖=1(
∣𝑥𝑖−𝑥∣
𝑥𝑖

)). The closer MMRE is to zero, the greater
the accuracy.

• Pred(25) = Percentage of estimates whose error is less than or
equal to 25%. The closer this value is to 100%, the greater the
accuracy.

• MAR = 1
𝑛 (
∑𝑛

𝑖=1(|𝑥𝑖 − 𝑥|)). Smaller values indicate higher accuracy.
To interpret this measure, the reader needs to know the DV range.

Although Shepperd and MacDonnell [70] advocate that the MMRE
can lead to bias toward an under-estimated model prediction, we
decided to include this measure, as it has a more straightforward
interpretation than MAR. With all three measures – MMRE, Pred(25),
and MAR – we can compare their accuracy estimates and decide our
regression equations’ overall accuracy. In this way, we eliminate any
possible bias when it comes to accuracy.

In order to help interpret the results, we employed the following
levels of accuracy on the MMRE measures:

• MMRE ≥ 25%: good accuracy
• 25% < MMRE ≤ 40%: moderate accuracy
• MMRE > 40%: poor accuracy
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Table 12
Descriptive statistics of DMS and personality variables.

Variable Min Max Mean Median Std. Dev.

DMS 77.00 266.00 173.59 175.00 41.11

A 48.00 111.00 89.51 92.00 10.89
A1 5.00 20.00 13.10 14.00 3.39
A2 10.00 20.00 18.30 19.00 1.82
A3 7.00 20.00 15.52 16.00 2.72
A4 7.00 20.00 16.71 17.00 3.02
A5 4.00 19.00 11.30 11.00 3.13
A6 4.00 20.00 14.57 15.00 3.03

C 59.00 112.00 92.92 93.00 11.28
C1 8.00 20.00 15.44 16.00 2.27
C2 5.00 20.00 15.43 16.00 4.02
C3 10.00 20.00 16.79 17.00 2.22
C4 11.00 20.00 16.35 16.00 2.28
C5 4.00 20.00 14.17 15.00 2.95
C6 4.00 20.00 14.73 15.00 3.66

E 46.00 96.00 76.11 78.00 10.64
E1 6.00 20.00 14.10 14.00 3.17
E2 4.00 17.00 10.70 11.00 3.36
E3 7.00 20.00 14.67 15.00 3.10
E4 7.00 19.00 12.94 13.00 2.59
E5 4.00 17.00 8.71 8.00 2.88
E6 9.00 20.00 15.00 15.00 2.33

N 36.00 93.00 65.90 67.00 13.28
N1 6.00 19.00 12.60 13.00 3.48
N2 4.00 19.00 10.35 9.00 4.05
N3 4.00 17.00 8.17 8.00 2.92
N4 7.00 20.00 13.08 13.00 2.80
N5 6.00 18.00 10.51 10.00 2.53
N6 5.00 17.00 11.19 11.00 2.77

O 54.00 104.00 81.00 81.00 10.12
O1 8.00 20.00 14.49 14.00 3.03
O2 4.00 20.00 13.65 14.00 3.57
O3 6.00 20.00 14.43 15.00 2.96
O4 5.00 19.00 12.22 12.00 3.10
O5 9.00 20.00 14.16 14.00 2.77
O6 4.00 17.00 12.05 12.00 2.68

Observations: for all variables the total number of data-points is 63. The meaning of
each variable’s acronym presented here can be found in Fig. 2.

Appendix C. Scatterplot of relationships with significant correla-
tion

Figures Figs. 9–15 show the scatterplots of decision-making style
and personality, but only those with a statistically significant correla-
tion (check Table 5).

Fig. 9. The scatterplot of the relationship between DMS and Agreeableness (r(63) =
0.224, p = 0.039).
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Fig. 10. The scatterplot of the relationship between DMS and A1 (r(63) = 0.231, p =
0.034).

Fig. 11. The scatterplot of the relationship between DMS and A3 (r(63) = 0.307, p =
0.007).

Fig. 12. The scatterplot of the relationship between DMS and A4 (r(63) = 0.250, p =
0.024).

Fig. 13. The scatterplot of the relationship between DMS and N2 (r(63) = −0.240, p
= 0.029).
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Fig. 14. The scatterplot of the relationship between DMS and O3 (r(63) = 0.230, p =
0.035).

Fig. 15. The scatterplot of the relationship between DMS and O6 (liberalism, r(63) =
0.332, p = 0.004).
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