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Abstract – Dynamic modeling and identification of an internal combustion engine (ICE) model is presented in this paper. Initially, 
an analytical model of an internal combustion engine simulated within SIMULINK environment is excited by pseudorandom 
binary sequence (PRBS) input.  This random signals input is chosen to excite the dynamic behavior of the system over a large 
range of frequencies. The input and output data obtained from the simulation of the analytical model is used for the identification 
of the system. Next, a parametric modeling of the internal combustion engine using recursive least squares (RLS) technique within 
an auto-regressive external input (ARX) model structure and a nonparametric modeling using neuro-fuzzy modeling (ANFIS) 
approach are introduced. Both parametric and nonparametric models verified using one-step-ahead (OSA) prediction, mean 
squares error (MSE) between actual and predicted output and correlation tests. Although both methods are capable to represent 
the dynamic of the system very well, it is demonstrated that ANFIS gives better prediction results than RLS in terms of mean 
squares error achieved between the actual and predicted signals. 
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I.  INTRODUCTION 

Dynamic modeling and identification of a system is a 
favored method to obtain the transfer function of the 
system in order to avoid dealing with the complexity of 
the systems and massive equations involved in 
constructing the engine model. It is a system’s parameters 
estimation process of developing the mathematical model 
based on the input and output relation of the system [1]. It 
is very convenient to have the mathematical model 
representing the system and able to estimate the variables 
such as engine torque and speed particularly for highly 
nonlinear and time-varying characteristic such as the 
engine control system.  

The procedure of system identification includes the 
data acquisition which usually acquired during 
experimental work. Then, the critical part is the selection 
of the model structure where understanding of the system 
is usually required. The main part of the identification is 
estimation of the model parameters [2-3]. There are many 
methods in estimating the behavior of a system. Least 
square, recursive least squares are good examples of 
known conventional methods. Other intelligent methods 
such as genetic algorithm, neural network are becoming 
more popular in terms of their application in system 
identification. Mean square error and correlation tests are 
the common methods used in validating the model. This 
paper emphasized on the implementation of RLS and 
ANFIS algorithm in system identification of an internal 
combustion engine. 

 
II. BACKGROUND STUDY 

The unknown parameters of a system are best to be 
determined during real time operations. One of the 

adaptive algorithms that is able to predict the parameters 
based on some known parameters and previous history is 
recursive least square (RLS). The main advantage of RLS 
is that it can continuously tune and update the estimated 
parameters during the operation [3]. 

The main design parameter in RLS, λ is called 
forgetting factor. The value of λ is defined between 0 < λ 
< 1. The function is to ensure the data in the past are 
forgotten in order to get the statistical variations of 
observable data when the filter operates in non-stationary 
environment [4-6]. Based on literature study, the value is 
chosen between the interval of 0.85-0.95 [7]. Other 
literature stated [8] that the usual value chosen is 0.9 to 
0.99. 

For fuzzy logic, it replicates the way of human 
thinking and perception in making a decision of an 
automatic control strategy. It is applied widely in many 
applications because it is able to handle imprecise and 
uncertainty data despite the complexity of the processes. 
However, the disadvantage of fuzzy is the difficulty of 
choice and design of membership function to go well with 
a given problem. This can be overcome by the neural 
networks capability in term of learning, adaptation, 
identification of a system which could characterize a 
system based on the input output data. The integration of 
both is called adaptive neuro-fuzzy inference system 
(ANFIS) [9]. 

III. PROPOSED IDEA 

 Conventionally, mathematical modeling or nonlinear 
analytical model will be developed in order to apply the 
controller design of ICE and to compare with the 
performance data via experiment. But by applying the 
identification method, more accurate model representation 
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could be obtained and the complicated formulation 
involved could be eliminated. 
 The ICE model used (Fig. 1) is referred to the 
Modelling Engine Timing Using Triggered Subsystems 
from SIMULINK Matlab [10]. It is based on Crossley and 
Cook [11] simulation results which was validated against 
dynamometer test data. The model presents a four-
cylinder spark-ignition engine with throttle angle as input 
and engine speed as output. 

The engine model is divided into five main elements: 
a) Throttle 

 (1) 

 
where 
θ      = throttle angle (deg) 
Pm      = manifold pressure (bar) 
Pamb      = ambient pressure (bar)  

 
 
 
b) Intake manifold 

   (2) 

where 
R = specific gas constant 
T = temperature (ºK) 

 = manifold volume (m3) 
 = mass flow rate of air out of manifold 

 = rate of change of manifold pressure (bar/s) 
 

 

Modeling Engine Timing UsingTriggered Subsystems

Copyright 1990-2010 The MathWorks, Inc.
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Figure 1. Modeling engine timing using triggered subsystems [10] 

 
c) Mass flow rate 

 
             (3) 

where 
N = engine speed (rad/s) 
 
 
d) Compression stroke 

This model has the intake, compression, combustion 
and exhaust strokes simultaneously which is at any given 
time, one cylinder is in each phase. Thus, the combustion 
of each intake charge is delayed by 180º of crank rotation 
from end of the intake stroke.  
 
 
e) Torque generation and acceleration 
 

                                  (4) 
where 

      = mass of air in cylinder for combustion (g) 
A/F      = air fuel ratio 

      = spark advance (degree before TDC) 
= torque produced by the engine (Nm) 

 
   (5) 

where 
J                 = engine rotational moment of inertia (kg-m2) 

= engine acceleration (rad/s2) 
 

IV. METHODOLOGY 

An input signal is applied to the internal combustion 
engine (ICE) model and the response is measured. The 
input signal needs to be sufficiently exciting and the data 
contains information of the system in a large range of 
frequencies. Pseudo-random binary signal (PRBS) is 
chosen as the input signal (Fig.2). It is called pseudo-
random as it exhibits some properties that approximate a 
random signal [12]. From the data collected of 33707 data 
(Fig.3), 20000 data are chosen to be used. The first 10000 
data are eliminated to make sure the system already in 
stable condition after excited by the input. The data is 
then normalized within range of -1 to 1. 10000 data is 
used as the training data and another 10000 data is used 
for checking/validation. 
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Figure 2. Pseudorandom input signal 

 

 
Figure3. Engine speed data (output signal) 

 

A. Model Structure Selection 

Model structure selection is very important to 
determine the possible solutions of the system [13]. This 
step is important but yet difficult choice to be made. In 
this research, the simplest form of input-output 
polynomial model of a linear ARX model structure is 
chosen. The system can be represented as: 

 

 (6) 
 

where 

 

 

 (white noise) 

 

Thus, 

  (7) 

  (8) 
 

 After selection of the model structure, the parameters 
and system’s behavior are predicted using RLS and 
ANFIS. 
 
 

B. Recursive Least Square  

For recursive, we consider the effect of  additional 
observation data (YN+1) as compared with least square 
estimation [13].  

 

 (9) 

 

Rearrange in one row of matrix: 

          

(10) 

 

Then, β formula from least square is used together with 

the effect of new data. 

     (11) 

 

In simplified formulation: 

        

(12) 

     

(13) 

where: 

 

 

C. Neuro-Fuzzy Modeling 

Adaptive network based fuzzy inference system 
(ANFIS) is the fuzzy inference system that is built with 
the structure of adaptive networks as shown in Fig. 4. 
Adaptive network (AN) as the name suggested is the 
neural networks structure consisting of nodes and 
directional links which apply the supervised learning 
capability. The output will be affected by the parameters 
from the nodes while the learning rule will determine the 
behaviour of the parameter to minimize the error. Fuzzy 
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inference system (FIS) encompasses of five main 
functional blocks [14]:  

 
Rule base – has a number of fuzzy if-then rules 

Database – defines the membership functions 

Decision making unit – performs the inference 
operations on the rules 

Fuzzification interface – transforms the crisp inputs 
into degree of match with linguistic values 

Defuzzification interface – converts the fuzzy results 
into a crisp output 

 
 
 
 
 
 
 
 
 
 

Figure 4. Fuzzy inference system [14] 
 

 The ANFIS architecture applied in this paper is the 
Takagi-Sugeno type of neurofuzzy model (Fig. 5) since it 
is based on the linear combination of the input and output.  
 

Layer 1: Each neuron I is adaptive with parametric 
activation function. Its output is the grade of membership 
to which the given input satisfies the membership 
function. Parameters in that layer are called premise 
parameters. 
 
Layer 2: Every node is a fixed node and the output is the 
product of all incoming signals. The node output 
represents the firing strength, αi of the ith rule. 
 
Layer 3: Each node is a fixed node that calculates the 
ratio of the ith rule’s firing strength relative to the sum of 
all rule’s firing strengths. The result is a normalized firing 
strength. 

 (14) 

 
Layer 4: The nodes in layer 4 are adaptive nodes with 
nodes output of;  
 

 (15) 
 

where 
= normalized firing strength 

)   = consequent parameters 

 
Layer 5: Every node is a fixed node which sums all 
incoming signals. 
 

 
Figure 5. Structure of ANFIS network [15] 

D. Validation Test 

It is important to make sure the quality of the model 
represents the real behavior of the system within the 
acceptable bounds. This project used the statistical tests 
on the prediction error in investigating the validity of the 
model. 
 
Mean Square Error 

Mean squared error is the common variable used in 
the validation test. MSE is the difference between actual 
output, y (t), of the system and the predicted output, . 

 
            (16) 

 
Correlation Test 

Analyzing autocorrelation and cross-correlation of the 
residuals with the inputs will be able to give a good 
indicator in validating a model. These tests provide the 
measure of how the two variables affect one another. The 
autocorrelation plot shows the correlation of residuals for 
each output while cross-correlation plots examine the 
input and residuals for each input-output pair. 
    The confidence interval that defines the range of 
residual values within a specific probability of being 
statistically insignificant for the system is set at 95%. The 
time difference between the signals or known as lag is set 
at -100 to 100. If the model structure and estimated 
parameters are correct, then prediction error sequence, 
e(t), should be uncorrelated with all combinations of past 
inputs and outputs and this will hold if and only if the 
following conditions are satisfied [13]: 
 

 (17) 

 (18) 

 (19) 

 (20) 
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 (21) 

where 

cross-correlation function between u(t)  and 

e(t) 

 

impulse function 

 

Figure 6. Actual and RLS output 
 

 
Figure 7. Actual and RLS output 

 

V. RESULTS & DISCUSSION 

In finding the best model for RLS, variation of model 
order and forgetting factor are made to test which one best 
represents the real system. Mean square error (MSE) and 
correlation tests are used to validate the model. 

A. RLS - Variation of Model Order  
 

The RLS prediction results by variation of model 
order with constant forgetting factor, λ = 0.9 is shown in 
Table 1. From Table 1, the best result is achieved with the 
model order, n = 2. Referring to the mean square error, 

the best MSE value between actual and RLS predicted 
output of validation data is 9.3545e-006. The data is 
simulated increasing the model order until model order of 
10 and it could be seen that the MSE values also 
increased.  
 

TABLE I. RLS WITH DIFFERENT MODEL ORDER 

Model order, n MSE Training MSE Validation 

2 4.0776×10�4 9.3545×10�6 

3 3.9031×10�4 1.0124×10�5 

4 4.7213×10�4 1.5373×10�5 

5 5.0568×10�4 2.0146×10�5 

10 5.5440×10�4 4.5028×10�5 

 
B. RLS - Variation of Forgetting Factor 
 

The RLS prediction results by variation of forgetting 
factorwith constant model order, n = 2 is shown in Table 
2. From Table II, the best result of MSE is achieved with 
the forgetting factor, λ of 0.9. This shows that with the 
high forgetting factor, the contribution of previous data 
gives big influence to the next predicted output. The 
larger forgetting factor, λ is the larger contribution of 
previous data. Regression finds the line that best predicts 
Y from value X. So, when the value is 1.000, the 
estimated data is agreeable with the actual data. 
 
 

TABLE II. RLS WITH DIFFERENT FORGETTING FACTOR 

λ MSE Training MSE 

Validation 

Regression 

(R) 

0.7 2.0175×10�4 1.0310×10�5 1.0000 

0.8 2.5779×10�4 9.8129×10�6 1.0000 

0.9 4.0776×10�4 9.3545×10�6 1.0000 

0.95 6.7917×10�4 9.6887×10�6 1.0000 

0.98 0.0014 1.7153×10�5 0.9999 

 
 

Hence, from both variation of model order and 
forgetting factor, the best parameters from RLS 
identification is at model order, n = 2 with forgetting 
factor, λ = 0.9. The parameters are a1= �0.5011, a2 = � 
0.4977, b0 = 0.0015 and b1 =   0.0028. 
 The correlation tests (Fig. 8) have shown that the 
residuals or errors of the data are reasonably well 
uncorrelated with the input and among themselves 
although not perfectly. When there is a peak outside the 
confidence interval (95%) for lag k, the contribution to the 
output y(t) that originates from the input u(t-k) is not 
properly described by the model. However, the minor 
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fluctuations within the confidence interval are considered 
to be insignificant. The model thus can be considered 
satisfied and good. From the validation tests performed, it 
is concluded that the linear model is sufficient to 
accurately describe the system dynamics. There is no 
need to go for complicated or nonlinear model.  
 

 
Figure 8.RLS prediction correlation tests 

 
 Therefore the equation of corresponding model is:                                                               

 (22) 
 
In ARX form: 

 (23) 

 

C. ANFIS Prediction 

From the result, the ANFIS used here contains 8 fuzzy 
rules; with total number of fitting parameters are 50 
which involved 32 linear parameters and 18 nonlinear 
parameters. The output graph and error values are referred 
to Fig. 9 and Fig. 10. The correlation tests of ANFIS 
prediction have shown that the errors of the data are 
reasonably well uncorrelated with the input and among 
themselves within 95% confidence interval.  

Based on the ANFIS model structure (Fig. 11), it 
could be observed that two membership functions are 
assigned to each input variable and it contains eight rules. 
10 000 training data was used to train ANFIS and 10 000 
validation data were sampled to verify the identified 
ANFIS only.  

The correlation tests for ANFIS prediction (Fig. 12) 
have shown that the residuals or errors of the data are 
reasonably well uncorrelated with the input and among 
themselves. 

As the output from recursive least squares (RLS) and 
adaptive-network-based fuzzy inference system (ANFIS) 
were compared, the best MSE for RLS is 9.3545×10�6 at 
model order, n = 2, and forgetting factor, λ = 0.9. While 
for ANFIS, the MSE value is 6.1082×10�6 as shown in 
Table 3 for the checking data. This shows that the ANFIS 
has a slightly better performance compared to RLS.  

 

 
Figure 9. ANFIS output 

 

 
Figure 10. Error between actual and ANFIS prediction 

 

 
Figure 11. ANFIS model structure 
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ANFIS info:  
 Number of nodes: 34 
 Number of linear parameters: 32 
 Number of nonlinear parameters: 18 
 Total number of parameters: 50 

Number of training data pairs: 10000 
 Number of checking data pairs: 10000 
 Number of fuzzy rules: 8 

TABLE 3. ANFIS PREDICTION 

Model 
Order 

na nb d 

MSE 
(Training) 

MSE 
(Validation) 

Regression 
(R) 

9 10 1 5.596×10�6 6.1082×10�6 1.0000 

 
The correlation tests (Fig. 12) have shown that the 

residuals or errors of the data are reasonably well 
uncorrelated with the input and among themselves. 

 

 
Figure 12. ANFIS prediction correlation tests 

 

VI. CONCLUSION & FUTURE WORK 

The engine modeling via identification by recursive 
least squares (RLS) and adaptive-network-based fuzzy 
inference system (ANFIS) have shown good results. 
Although ANFIS has smaller MSE value than RLS, but 
both methods either parametric or non-parametric proved 
that they can forecast the system behavior well with a 
very small error. 

Further work will involve the controller design in order 
to resolve some issues related to the ICE as idle speed 
control and air-fuel-ratio (AFR) control. Other intelligent 
methods such as genetic algorithm (GA) and neural-
network (NN) could be applied to compare the 
performance among them. 
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