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Legal Framework for Internet 
Content Regulation in Malaysia
• Section 124 (e) of CMA 1998 entrusted the 

MCMC to monitor development and practice of 
IT industry self-regulation in Malaysia.

• What is self-regulation?

• No definition for Self-regulation in CMA1998 and 
Content Code



Issues 

Fake news has been on the rise

Previous government used law & technology 
to restrict access to ‘illegal’ content

Before & after GE14, more fake news, 
ministers were busy correcting misstatements   
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• 1. General Principles:

• a. States may only impose restrictions on the right to freedom of
expression in accordance with the test for such restrictions under
international law, namely that they be provided for by law, serve one
of the legitimate interests recognised under international law, and be
necessary and proportionate to protect that interest.

• b. Restrictions on freedom of expression may also be imposed, as
long as they are consistent with the requirements noted in paragraph
1(a), to prohibit advocacy of hatred on protected grounds that
constitutes incitement to violence, discrimination or hostility (in
accordance with Article 20(2) of the International Covenant on Civil
and Political Rights).

• c. The standards outlined in paragraphs 1(a) and (b) apply regardless
of frontiers so as to limit restrictions not only within a jurisdiction but
also those which affect media outlets and other communications
systems operating from outside of the jurisdiction of a State as well as
those reaching populations in States other than the State of origin.

• d. Intermediaries should never be liable for any third party content
relating to those services unless they specifically intervene in that
content or refuse to obey an order adopted in accordance with due
process guarantees by an independent, impartial, authoritative
oversight body (such as a court) to remove it and they have the
technical capacity to do that.



• E. Consideration should be given to protecting
individuals against liability for merely redistributing or
promoting, through intermediaries, content of which
they are not the author and which they have not
modified.

• f. State mandated blocking of entire websites, IP
addresses, ports or network protocols is an extreme
measure which can only be justified where it is provided
by law and is necessary to protect a human right or
other legitimate public interest, including in the sense of
that it is proportionate, there are no less intrusive
alternative measures which would protect the interest
and it respects minimum due process guarantees.

• g. Content filtering systems which are imposed by a
government and which are not end-user controlled are
not justifiable as a restriction on freedom of expression.



CMA 1998



Section 233 CMA 1998





Content Code



Sebenarnya.my



Impose liability on WhatsApp 
Group Administrator to Monitor 
False Content
• The government has also taken a step to curb 

dissemination of false content online through 
online advisory warnings, especially towards 
group administrators of mobile apps such as 
WhatsApp. 

• The MCMC has issued an advisory for group 
administrators reminding them the Do’s and 
Don’ts – which could also be understood as 
imposing certain responsibilities to monitor 
digital interactions happening within WhatsApp 
group. 





How can liability be imposed to 
WhatsApp group admin under the 
self-regulation framework?

• Should WhatsApp 
group admin be 
considered a 
publisher OR an 
Internet 
intermediary?

• See Section 114A of 
Evidence Act 1950 

• Part 5 Content Code

Publisher

open-ended
liability

Internet 
intermediary

safe harbour



What is the position of a 
WhatsApp group administrator –
who is an Internet user that 
contributes online content and at 
the same time, administers the 
online chat group

Would it be fair and reasonable to 
equate him similar to a publisher 
and impose liability on WhatsApp 
group administrator to monitor 
content in his group – failing 
which, may lead to legal 
consequences? 



• If we were to consider the meaning of ‘publisher’ from 
Section 114A, a WhatsApp group administrator is 
arguably in the position to host, or becomes an 
administrator, or may indirectly facilitates to publish or 
re-publish content. 

• However, he is not in the position to edit nor sub-edit 
the content that is contributed in the WhatsApp group 
that he administers. 

• The best technical measure to prevent the spread of 
false content which a WhatsApp group admin may do is 
to delete any false or illegal content communicated by 
his group members. This may also be a self-regulatory 
instrument designed by WhatsApp developer to 
empower users to prevent false content from 
circulating further, which is a timely effort. 

• Nevertheless, this does not absolve the admin from 
liability under Section 114A, to which he must then 
prove to court that he has taken initiative to delete or 
takedown the false content – to avoid from being 
presumed as a publisher under this pretext.
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Comparative perspectives…

• On the other part of the world, the United States have had their 
Presidential Election in 2016 which favours Donald Trump(The 
Organisation for Economic Co-operation and Development, 2010). 
Behind this election, there were many fake news published online 
and offline – and most of them sided on Trump. 

• United States government’s attitude in dealing with dissemination 
of false news have been a passive one – perhaps in honour of the 
right to free speech under the First Amendment of the US 
Constitution. 

• As a result, studies confirmed that one of the factors leading to 
Trump’s winning the election was because of influence from fake 
news(ARTICLE19, 2013). 

• Facebook and Google have made efforts to remove false content 
on their platforms for violating its policies on objectionable and 
illegal content. Further, Facebook users may flag any false content 
as ‘disputed by 3rd party fact-checker’. 



• Other governments such as the United Kingdom 
and Russia have set-up website to list and verify 
any false content about the nation. 

• Germany is preparing a bill to fight against the 
dissemination of fake news – including to fine 
social media sites for failure to promptly remove 
false content(Gu, Kropotov, Yarochkin, et al., 2017). 

• The European Council established the European 
Union’s External Action Service (EEAS) to review 
‘disinformation’ content on weekly basis(Daud, 
2016). 



Countermeasures by social 
media platforms

excludes itself from any liability over 3rd party content

third-party fact checkers

doesn’t remove false news, but significantly reduces its distribution by 
showing it lower in News Feed through machine learning  

the company believes that it is important to empower netizens to 
decide “what to read, trust and share by informing them with more 
context and promoting news literacy”.

Imposes the ‘Community Guidelines Strikes’

YouTube Community Guideline does not ban ‘fake news’ alone, but is 
committed to ensure that the platform is free from spam, scams, and 
other deceptive practices . 

Any users applied misleading metadata – such as misleading tags, 
titles or thumbnails that intend to boost the number of viewers, may 
cause content removal.



Australian responses on fake 
news
• Australia is in the early stages of responding to fake 

news and disinformation. 

• The main Australian Government response so far has 
been the creation of a taskforce to address threats to 
electoral integrity, though the foreign interference 
laws, which passed the Parliament in June 2018, also 
have some relevance to the issue. 

• In addition, the Australian Electoral Commission (AEC) 
commenced a social media literacy campaign and other 
activities to coincide with the 2019 federal election.

• There have also been several recent parliamentary 
inquiries and an inquiry by the Australian Competition 
and Consumer Commission (ACCC) examining issues 
related to fake news.



CO-REGULATION IN 
AUSTRALIA

Strong partnership 
between government, 

industry actors, and 
Internet users. 

Internet industry 
develops its own code 

of practice, 
accreditation, or 

content rating schemes

Supported by 
government 

enforcement and 
statutes.



Regulatory 
measures

National Classification Scheme

Classifications 
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Computer 

Games) Act 1995
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National Classification Scheme

• See table



Recommendations
Co-regulation in Australia is streamlined towards regulation of 
content risks through classification

Australian co-regulation should be studied in detail as 
promising legal framework regulating the Internet in Malaysia. 

Malaysia should to mandate content and service providers to 
classify and filter online content. 

Future works should also involve development of a national 
classification scheme. 



Recommendations

Internet industry should look into 
possibility to design a certified 

national filter. 

If all parties concerned play more 
proactive roles, regulatory burden 
on the MCMC could be reduced. 

In the end, we can develop more 
responsible netizens that cares for 

children online safety.



Findings on the issue of fake news

fake news 
remains to be 

visible and 
readable 

online

censorship 
mechanism 

was not 
properly 

developed 
and 

transparent 
leading to 

criticisms  on 
restriction of 
freedom of 
expression 

and 
information. 

However, with 
fake news 

being a global 
threat, the 
status quo 

cannot 
withstand for 

long. 

Affirmative 
action needs 
to be taken in 
order to face 

the issues and 
challenges 

posed by fake 
news – and 
that could 
start with 
Internet 

censorship or 
classification 



Conclusion and Recommendation

Self-regulation as practised in Malaysia needs to be improved
to curb the spread of fake news online

In view of the initiatives to regulate false content, we must 
ensure that constitutional right to freedom of speech & 

expression under Article 10 FC is safeguarded. 

This should not involve protecting those who spread false 
information – false content is not a valid form of protected 

expression

A balance must be struck between regulation and freedom in 
this sense, so that we will not be accused of committing 

censorship of information in the digital age.
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