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SECTION I.
Introduction

Controllability and observability gramians matrices have been applied in a broad range of
applications such as for the input-output pairing methods in control configuration selection [1],
sensitivity analysis of biochemical reaction networks [2] and the model order reduction of large
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Generalized Gramian Based Frequency Interval
Model Reduction for Unstable Systems

Ahmad Jazlan, Victor Sreeram, Roberto Togneri, and Ha Binh Minh

Abstract—Frequency interval controllability and observability
gramian matrices are important in order to understand the char-
acteristics of systems which are inherently frequency dependent.
Obtaining these frequency interval controllability and observ-
ability gramian matrices requires solving a pair of Lyapunov
equations. However for certain systems these Lyapunov equations
are not solvable. In addition the eigenvalues of the product of the
frequency interval controllability and observability gramians may
also be complex numbers and therefore these gramians are not
applicable to used in the context of model reduction. To overcome
these issues, generalized frequency interval controllability and
observability gramians are introduced in this paper and the
applicability of these generalized gramians to be used in model
reduction is demonstrated.

Index Terms—Model Order Reduction, Controllability and
Observability Gramians, Linear Systems, Unstable Systems, Lya-
punov Equations.

I. INTRODUCTION

Controllability and observability gramians matrices have
been applied in a broad range of applications such as for the
input-output pairing methods in control configuration selection
[1], sensitivity analysis of biochemical reaction networks [2]
and the model order reduction of large scale dynamical sys-
tems and systems with complex hyperbolic networks [3], [4].
Many problems which involve the computation of gramians
are inherently frequency dependent [5]–[9]. Shaker had applied
frequency limited controllability and observability gramians for
input-output interactions for control configuration selection and
also for the measurement of control reconfigurability in the
context of fault tolerant control systems [10], [11].

For particular systems which are unstable or do not fulfill
the solvability conditions of the standard Lyapunov equations,
generalized controllability and observability gramians which
are applicable to these systems have been described by Zhou,
Salomon and Wu [12]. Inspired by this work, Shaker had
introduced the generalized cross gramian to obtain the cross
gramians for systems where the Sylvester equation is not
solvable [13]. This generalization is based on the techniques
by Zhou, Salomon and Wu and also the alternative definition
of the gramians defined by Fernando and Nicholson [12], [14].

In this paper we propose a model reduction method based on
solving a pair of generalized frequency interval controllability
and observability gramians to deal with systems which do not
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have a solution to the standard frequency interval controllability
and observability gramians [15]. This approach is inspired by
the method by Zhou, Salomon and Wu [12] and also the method
by Gawronski and Juang [15].

II. PRELIMINARIES

A. Controllability and Observability Gramians for Continuous-
Time Systems

Consider the following continuous-time system

G(s) = C(sI −A)−1B +D (1)

where {A ∈ Rn×n, B ∈ Rn×p, C ∈ Rq×n, D ∈ Rp×q} is its
minimal realization. The equivalent time and frequency domain
controllability and observability gramians are given as follows

P =

∫ ∞
0

eAτBB∗eA
∗τdτ (2)

=
1

2π

∫ +∞

−∞
(jωI −A)−1BB∗(−jωI −A∗)−1dω (3)

=
1

2π

∫ +∞

−∞
H(ω)BB∗H∗(ω)dω (4)

Q =

∫ ∞
0

eA
∗τC∗CeAτdτ (5)

=
1

2π

∫ +∞

−∞
(−jωI −A∗)−1C∗C(jωI −A)−1dω (6)

=
1

2π

∫ +∞

−∞
H∗(ω)C∗CH(ω)dω (7)

It is established that the gramians P and Q satisfy the following
Lyapunov equations

AP + PA∗ +BB∗ = 0 (8)
A∗Q+QA+ C∗C = 0 (9)

B. Frequency Interval Controllability and Observability
Gramians for Linear Systems [15]

Definition 1 ( [15]). The frequency interval controllability and
observability gramians within the interval Ω = [ω1, ω2] for the
stable linear system in (22) are defined as:

P̂Ω = P̂ (ω2)− P̂ (ω1) (10)

Q̂Ω = Q̂(ω2)− Q̂(ω1), (11)
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where

P̂ (ω) =
1

2π

∫ ω

−ω
H(ω)BB∗H∗(ω)dω (12)

=
1

2π

∫ +∞

−∞
H(µ) [S(ω)BB∗ +BB∗S∗(ω)]H∗(µ)dµ

= S(ω)P + PS∗(ω) (13)

Q̂(ω) =
1

2π

∫ ω

−ω
H∗(ω)C∗CH(ω)dω (14)

=
1

2π

∫ +∞

−∞
H∗(µ) [S(ω)C∗C + C∗CS(ω)]H(µ)dµ

= S∗(ω)Q+QS(ω) (15)

and

S(ω) =
1

2π

∫ +ω

−ω
H(ω)dω

=
1

2π

∫ +ω

−ω
(jωI −A)−1dω (16)

=
j

2π
ln[(jωI +A)(−jωI +A)−1] (17)

It follows that P̂ (ω) and Q̂(ω) are the solutions to the following
Lyapunov equations [15]:

AP̂ (ω) + P̂ (ω)A∗ + S(ω)BB∗ +BB∗S∗(ω) = 0 (18)

A∗Q̂(ω) + Q̂(ω)A+ S∗(ω)C∗C + C∗CS(ω) = 0. (19)

C. Controllability and Observability Gramians for Continuous-
Time Unstable Systems [12]

The controllability and observability gramians defined in (2)
and (5) are only valid for stable systems since for unstable
systems the integrals will become unbounded. The Lyapunov
equations in (8) and (9) however may still have solutions even
though A is unstable provided that the matrix A does not have
a pair of eigenvalues which are negatives of each other. If
the matrix A has a pair of eigenvalues which are negatives of
each other, then the Lyapunov equations in (8) and (9) will not
have any solutions. For example consider the following system
G1(s)

G1(s) =

[
A B
C D

]
=

 −1 0
0 1

0.1
1

0 1 0

 (20)

Equations (8) and (9) will not have any solutions for the this
system G1(s) since the A matrix of this system has a pair of
eigenvalues which are negatives of each other.

Another constraint of using equations (8) and (9) to obtain
the controllability and observability gramians is that even if
(8) and (9) have solutions, the eigenvalues of the product of
the controllability and observability gramians may be complex
numbers which prohibits the use of the controllability and
observability gramians in applications such as model order
reduction and control configuration selection which require real
numbered Hankel singular values. An example of a system
which exhibits such a property is as follows

G2(s) =

[
A B
C D

]
=


−1 1
0 2

1 0
0 1

1 0
0 1

0 0
0 0

 (21)

The eigenvalues of the product of the controllability and
observability gramians calculated using (8) and (9) for this
system G2(s) are a pair of complex conjugate numbers:
0.0625 + 0.2421i and 0.0625− 0.2421i
To overcome these constraints, Zhou, Salomon and Wu
had defined the following generalized controllability and
observability gramians for possibly unstable systems as
follows [12]:

Suppose that (A,B) is stabilizable and (C,A) is detectable. Let
X and Y be the stabilizing solutions to the following Riccati
equations:

XA+A∗X −XBB∗X = 0 (22)
AY + Y A∗ −XC∗CX = 0 (23)

Let F = −B∗X and L = −Y C∗, the generalized
controllability gramian PF and observability gramian QF is
the solution to the following modified Lyapunov equations:

AFPF + PFA
∗
F +BB∗ = 0 (24)

A∗CQC +QCAC + C∗C = 0 (25)

where

AF = A+BF (26)
AC = A+ LC (27)

In the form of integrals the solutions of (24) and (25) are:

PF =
1

2π

∫ ∞
−∞

(jωI −AF )−1BB∗(−jωI −A∗F )−1dω (28)

QC =
1

2π

∫ ∞
−∞

(−jωI −A∗C)−1C∗C(jωI −AC)−1dω (29)

Remark 1: Suppose A is stable, it follows that X = Y = 0 and
therefore PF and QC in (24), (25), (28) and (29) are reduced
to the standard controllability and observability gramians for
stable systems as in (8),(9), (3) and (6).

III. MAIN WORK

A. Generalized Frequency Interval Controllability and Observ-
ability Gramians for Unstable Systems

Definition 1: The frequency interval controllability gramian for
an unstable system in the form of (1) is defined as follows

P̂Ω = P̂ (ω2)− P̂ (ω1) (30)

where P̂ (ω) satisfies

P̂ (ω) =
1

2π

∫ ω

−ω
(jωI −AF )−1BB∗(−jωI −A∗F )−1dω

(31)

Theorem 1: P̂ (ω) defined in (31) is the solution to the
following Lyapunov equation
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AF P̂ (ω) + P̂ (ω)A∗F + SF (ω)BB∗ +BB∗S∗F (ω) = 0 (32)

where

SF (ω) =
1

2π

∫ +ω

−ω
(jωI −AF )−1dω (33)

=
1

2π

∫ +ω

−ω
HF (ω)dω

Proof: Let

(jωI −A)−1B = NM−1

be such that M is inner, i.e. M∼(s) = M−1. The co-prime
factorization can then be obtained by using the following
property described in [16]

[
M
N

]
=

 AF B
F
I

I
0

 (34)

By using this property in (34), a generalized expression of P̂ (ω)
in (12) can be written as follows

P̂ (ω) =
1

2π

∫ ω

−ω
(jωI −A)−1BB∗(−jωI −A∗)−1dω

=
1

2π

∫ ω

−ω
N(jω)N∗(jω)dω

=
1

2π

∫ ω

−ω
(jωI −AF )−1BB∗(−jωI −A∗F )−1dω

Taking into consideration that (24) can be re-written as

BB∗ = −AFPF − PFA∗F
= (jωI −AF )PF + PF (−jωI −A∗F )

Followed by substituting BB∗ = (jωI−AF )PF +PF (−jωI−
A∗F ) into (31) yields

P̂ (ω) =
1

2π

∫ ω

−ω
(jωI −AF )PF + PF (−jωI −A∗F )dω

Note that

SF (ω) =
1

2π

∫ +ω

−ω
(jωI −AF )−1dω

Hence

P̂ (ω) = SF (ω)PF + PFS
∗
F (ω) (35)

Taking into consideration the following property [15], [17]

HF (ω1)HF (ω2) = HF (ω2)HF (ω1)

and substituting both (33) and (28) into (35) yields

P̂ (ω) =

1

2π

∫ +ω

−ω

HF (ω)dω · 1

2π

∫ +∞

−∞
HF (µ)BB

∗H∗F (µ)dµ+ ...

1

2π

∫ +∞

−∞
HF (µ)BB

∗H∗F (µ)dµ · 1

2π

∫ +ω

−ω

H∗F (ω)dω

=
1

2π

∫ +∞

−∞

(
1

2π

∫ +ω

−ω

HF (ω)dω

)
HF (µ)BB

∗H∗F (µ)dµ+ ...

1

2π

∫ +∞

−∞
HF (µ)BB

∗H∗F (µ)

(
1

2π

∫ +ω

−ω

H∗F (ω)dω

)
dµ

=
1

2π

∫ +∞

−∞
HF (µ)

(
1

2π

∫ +ω

−ω

HF (ω)dω

)
BB∗H∗F (µ)dµ+ ...

1

2π

∫ +∞

−∞
HF (µ)BB

∗
(

1

2π

∫ +ω

−ω

H∗F (ω)dω

)
H∗F (µ)dµ

=
1

2π

∫ +∞

−∞
HF (µ) [SF (ω)BB

∗ +BB∗S∗F (ω)]H
∗
F (µ)dµ, (36)

Since AF is stable, we can conclude that P̂ (ω) expressed in the
form of (36) is the solution to the following Lyapunov equation

AF P̂ (ω) + P̂ (ω)A∗F + SF (ω)BB∗ +BB∗S∗F (ω) = 0.

�

Definition 2: The frequency interval observability gramian for
an unstable system in the form of (1) is defined as follows

Q̂Ω = Q̂(ω2)− Q̂(ω1) (37)

where Q̂Ω satisfies

Q̂Ω =
1

2π

∫ +ω

−ω
(−jωI −A∗C)−1C∗C(jωI −AC)−1dω (38)

Theorem 2: Q̂(ω) defined in (38) is the solution to the
following Lyapunov equation

A∗CQ̂(ω) + Q̂(ω)AC + S∗C(ω)C∗C + C∗CSC(ω) = 0. (39)

where

SC(ω) =
1

2π

∫ +ω

−ω
(jωI −AC)−1dω (40)

=
1

2π

∫ +ω

−ω
HC(ω)dω

Proof: The proof of Theorem 2 is similar to the proof of
Theorem 1 and is therefore ommited for brevity. �

B. Model Reduction Algorithm

The proposed frequency interval model reduction algorithm for
unstable systems is therefore given as follows
Algorithm 1. Given the system matrices {A,B,C,D}.
(a) Step 1: Check the stabilizability of the pair of matrices

(A,B) and the detectability of the pair of matrices (C,A)
(b) Step 2: Obtain the stabilizing solutions - X and Y for the

Riccati equations in (22) and (23)
(c) Step 3: Obtain the frequency interval controllability

gramian P̂Ω and frequency interval observability gramian
Q̂Ω by solving (30) and (37) respectively.

(d) Step 4: Obtain the similarity transformation matrix
which diagonalizes P̂Ω and Q̂Ω such that T P̂ΩT

∗ =
(T ∗)−1Q̂ΩT

−1
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(e) Step 5: Transform and partition to get a realization

Ā = T−1AT =

[
A11 A12

A21 A22

]
, B̄ = T−1B =

[
B1

B2

]
C̄ = CT =

[
C1 C2

]
(f) Step 6: The reduced order model is given by Ar =

A11, Br = B1, Cr = C1, Dr = D

IV. NUMERICAL EXAMPLES

Considering the following 8th order continuous-time unstable
system

A =
[
A1 A2

]

A1 =



−0.2625 −5.1234 0 0
5.1234 0 0 0
−0.1679 −3.2777 −0.0594 −2.4376

0 0 2.4376 0
−0.1679 −3.2777 −0.0368 −1.5084

0 0 0 0
0 0 0 0
0 0 0 0



A2 =



0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

−0.0076 −0.8738 0 0
0.8738 0 0 0

0 1.1444 0 1.0000
0 0 1.0000 0


B =

[
1 0 1 0 1 0 0 0

]T
,

C =
[
0 0 0 0 0 0 0 −2.1182

]
, D = 0

The matrix A has a pair of eigenvalues which are negatives
of each other (i.e. 1 and -1), therefore the frequency interval
controllability and observability gramians of this system cannot
be obtained by using the Lyapunov equations in (10) and (11).
In addition many of the existing gramian based frequency
weighted model reduction methods are not applicable for these
type of systems [18]–[21].
In this section the original 8th order system is reduced to a
4th order system by using both the method by Zhou, Salomon
and Wu [12] and also the proposed method. Figure 1 shows
the magnitude responses of the original 8th order system, the
magnitude response of the reduced 4th order system obtained
using the method by Zhou, Salomon and Wu [12] and the
magnitude response of the reduced 4th order system obtained
using the proposed method (in which the range of the specified
frequency interval is [0.2 rad/s, 1.5 rad/s]).

Fig. 1: Magnitude response plot for the original 8th order
model, 4th order model obtained using the method by Zhou

et al (1999) and 4th order model obtained using the proposed
method

Fig. 2: Magnitude response plot for the original 8th order
model, 4th order model obtained using the method by Zhou

et al (1999) and 4th order model obtained using the proposed
method
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Similarly, Figure 2 shows the magnitude responses of the orig-
inal 8th order system, the magnitude response of the reduced
4th order system obtained using the method by Zhou, Salomon
and Wu [12] and the magnitude response of the reduced 4th
order system obtained using the proposed method (in which the
range of the specified frequency interval is [3 rad/s, 9 rad/s])
From Figure 1 and Figure 2 it can be observed that although
the reduced order model obtained by using the method by
Zhou, Salomon and Wu [12] gives a closer approximation to
the original model for the entire frequency region, the reduced
order model obtained using the proposed method gives a closer
approximation to the original model in the specified frequency
interval.

V. CONCLUSION

Generalized frequency interval controllability and observ-
ability gramians have been developed in order to obtain the
frequency interval controllability and observability gramians
for systems which do not have a solution to the standard
Lyapunov equations. These gramians are used as part of the
model reduction algorithm and numerical results demonstrate
that the reduced order model obtained using the proposed
method gives a closer approximation to the original model at
the specified frequency interval.
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