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Abstract—An alternative approach to the use of Discrete Fourier Transform (DFT) for Magnetic Resonance Imaging (MRI) reconstruction is the use of parametric modeling technique. This method is suitable for problems in which the image can be modeled by explicit known source functions with a few adjustable parameters. Despite the success reported in the use of modeling technique as an alternative MRI reconstruction technique, two important problems constitute challenges to the applicability of this method, these are estimation of Model order and model coefficient determination. In this paper, five of the suggested method of evaluating the model order have been evaluated, these are: The Final Prediction Error (FPE), Akaike Information Criterion (AIC), Residual Variance (RV), Minimum Description Length (MDL) and Hannan and Quinn (HNQ) criterion. These criteria were evaluated on MRI data sets based on the method of Transient Error Reconstruction Algorithm (TERA). The result for each criterion is compared to result obtained by the use of a fixed order technique and three measures of similarity were evaluated. These are FPE, AIC, R², MDL and HNQ. Result obtained shows that the use of MDL gives the highest measure of similarity to that use by a fixed order technique.
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I. INTRODUCTION

Magnetic Resonance Imaging (MRI) is used primarily in medical fields to produce images of the internal section of the human body [1]–[3]. The raw data or k-space data obtained, often made up of M x N e.g (256 x 128 ) complex valued data points. These data are reconstructed in order to obtain the final image called MR images.

The basic MR reconstruction can be regarded as finding an image function P that is consistent with the measured signal S according to a known imaging equation

\[ S = f[P] \]  

where f represent spatial information encoding scheme [1]. Furthermore, If f is invertible, a data consistent P can be obtained from the inverse transform such that

\[ P = f^{-1}S \]  

In real life f[S] cannot be computed because of the nature of the data space which is partially sampled, instead of directly implementing the inversion formula, one focuses on finding an image function that satisfy the data consistency constrain [1]. Methods involve in MR reconstruction can broadly be divided into two namely: Non parametric and Parametric methods of MR reconstruction [4].

The use of Non-parametric technique such as the use of a two-dimensional discrete Fourier transform (DFT) as an MRI reconstruction technique has found common usage in the field of MRI. Despite the popularity of this technique, it still suffers from Gibb’s effect, introduction of artifacts and decrease in Spatial resolution.

Parametric modeling technique is suitable for problems in which the image can be modeled by explicit known source functions with a few adjustable parameters [7]. In the field of MRI reconstruction, this involves modelling the rows or columns data of the acquired data points or in some cases model both the rows and the columns [1], [2], [4], [6], [8]–[10] as an image reconstruction scheme. The general principles governing the use of modeling techniques for image reconstruction are:

- **Sufficiency**: The model must accurately represent the image.
- **Efficiency** ( Parsimony): The model can characterized the image function with little parameters.
- **Robustness**: Must be stable in the face of perturbation and noise
- **Computability**: Efficient computations of parameters.

Signal modeling involves two steps, namely;

1) **Model selection**: Choosing an appropriate parametric form for the model data
2) **Model Parameter determination**: Model parameter determination include the determination of model order and model coefficients.

Successful application of modeling technique hinges on efficient method of model order determination. In this parametric MRI reconstruction, five known modeling technique have been evaluated. These are FPE, AIC, RV, MDL and HNQ.

This paper is organized as follows; Section. I gives a brief introduction to MRI reconstruction and its associated terminology. Detail of steps involve in TERA reconstruction is as contained in section II. In Section. III various methods of model order determination would be discussed. Section. V and Section. V-B discusses the result obtained and conclusion respectively.
II. RELATED WORK

The Transient Error Reconstruction Algorithm (TERA) involves modeling the data as a deterministic ARMA model with definite number of steps [4], [6]. The block diagram for this method is as shown in Fig. 1 and the steps involved is as discussed in subsection II-A.

\[
\text{FT}(x_n) = \frac{\text{FT}(e_n)}{\text{FT}(a_n)} \quad (8)
\]

where \(0 \leq n \leq \infty\) where FT denotes Fourier Transform.

- Step - 4 The Fourier transform of the original transform can now be calculated using

\[
S(e^{j\omega}) = 2\{\text{Re}[\text{FT}(x_n)] + j\text{Im}[\text{FT}(y_n)]\} - [80] \quad (9)
\]

where \(\text{FT}(x_n)\) and \(\text{FT}(y_n)\) are the fourier transform of the data sequences \(x_n\) and \(y_n\) respectively for, \(n \geq 0\).

III. MODEL ORDER DETERMINATION METHODS

The model order determination methods evaluated in these paper are: FPE, AIC, RV, MDL and HNQ.

- **Final Prediction Error (FPE):** FPE is a method of selecting the order of an AR model by minimizing the variance of the prediction error [15]. The function is given by

\[
\text{FPE}(K) = \sigma^2 \frac{N + (K + 1)}{N - (K + 1)} \quad (10)
\]

where \(K\) is the model order, \(N\) is the number of data points and \(\sigma^2\) is the total squared error divided by the number of data points, \(N\). It is mathematically express as

\[
\sigma^2 = \frac{1}{N} \sum_{n=0}^{N-1} \epsilon^2 \quad (K = 1, 2, 3, \ldots, L)
\]

where \(L\) is the maximum of the order. \(\epsilon\) is defined as

\[
\epsilon(n) = x(n) - \bar{x}(n)
\]

where \(\bar{x}(n)\) is the predicted value of \(x(n)\) for order \(k\). By evaluating \(K\) from 1 to \(L\) the optimal model, \(K\) is the one that gives the minimum value of FPE. That is

\[
\text{FPE}(p) = \min(\text{FPE}[k]) \quad (1 \leq K \leq m)
\]

- **Asymptotic Information Criterion (AIC):** The Asymptotic Information Criterion (AIC) normally refer to as Akaike Information criterion is a measure of goodness of fit of an estimated statistic model [10], [16]. AIC reflects the balance between complexity of the model order and goodness of fit. This AIC method of order determination is given by,

\[
\text{AIC}(K) = N \ln(\text{maximum likelihood}) + 2K
\]

the approximate equation function is given as

\[
\text{AIC}(K) = N \ln\sigma^2 + 2K \quad (11)
\]

The term 2K represents the penalty for selecting higher order.

- **Minimum Description Length (MDL)** The MDL is given by

\[
\text{MDL}(K) = N \ln\sigma^2 + K \ln(N) \quad (12)
\]

This increases the penalty factor incur by using higher order as compared to AIC, thus favouring the selction of lower model order.

Fig. 1. TERA Modeling Technique

A. Review: TERA Method

Steps involve in TERA based MRI reconstruction are:

- Step - 1: Split each row or column of the MRI data \(S_n\) into Hermitian or Anti-Hermitian series to account for data symmetry using Eq. 3 and Eq. 4

\[
x_n = (s_n + s^*_n)/2 \quad (3)
\]

\[
y_n = (s_n - s^*_n)/2 \quad (4)
\]

where \(0 \leq n \leq L - 1\)

- Step - 2: Each series is modeled as the output of an IIR filter by estimating the transfer function from the finite data set. In order to achieve this, Smith et al determines the coefficients of the ARMA model by re-formulating the ARMA as a cascade of MA and AR filter. The single impulse \(\delta(n)\) produces the data series \(\epsilon(n)\) as the output of the filter \(H_M A(z)\). The component series \(x(n)\) is modeled as the output of a \(p\)th order AR pole excited by \(\epsilon(n)\). Thus, the component series can be model by the difference equation

\[
x(n) = -\sum_{k=1}^{p} a_k x(n-k) + \epsilon(n) \quad (5)
\]

with the transfer function given in (6)

\[
H(z) = \frac{Y(z)}{X(z)} = \frac{1}{1 + \sum_{k=1}^{p} a_k z^{-k}} \quad (6)
\]

- Step - 3 The Fourier transform is estimated from the AR and MA coefficient of the Hermitian and anti-Hermitian series.

\[
\text{FT}(x_n) = \frac{B(e^{j\omega})}{A(e^{j\omega})} \quad (7)
\]
Residual Variance (RV) The Residual variance criterion for order determination function is given by

\[ RV(K) = \frac{N - K}{N - 2K - 1}\sigma^2 \]  

(13)

This method work on the assumption that if the terms of AR or ARMA fitted is insufficient, the estimate of the variance will be increased by those terms not yet included in such a model [10].

HNQ This technique also counteract the over fitting nature of AIC.

\[ HNQ(K) = ln(\sigma^2(K)) + \frac{2ln(lnN)}{N}K \]  

(14)

IV. TERA ORDER DETERMINATION AND IMAGE SIMILARITY MEASUREMENT

In TERA based MRI reconstruction [4], the total forward error given by

\[ E_f = \sum_{n=p}^{L-1} |x(n) + \sum_{i=1}^{p} a_i x_{n-i}|^2 \]  

(15)

is minimized. In [4], the best way to determine the optimal order is to monitor \( E_f \) as the model order increases. When \( E_f \) shows a sharp decline, smith et al proposes that, such a point represent the correct model order. In a related work reported in [18], a simple plot of \( FPE(K) \) against model order \( K \) (Fig. 2), shows that at the optimal model order, \( FPE(K) \) will be the minimum point and \( E_f \) will display a sharp decline. This method therefore make use of Eq. 10 in selecting the optimal model order.

1) Mean Square Error (MSE) This involve computing the square of the difference between pixels in two different images and then taken the average over all pixels in the image. An image that is a perfect reproduction of the original image will have an MSE of zero, while an image that differs greatly from the original image will have a large MSE [19]. The equation for MSE is

\[ MSE = \frac{1}{MN} \sum_{y=1}^{N} \sum_{x=1}^{M} |P(x,y) - Q(x,y)|^2 \]  

(16)

where \( M, N \) are the dimension of the image, \( P(x,y) \) is a pixel of the original image and \( Q(x,y) \) is the corresponding pixel from the reconstructed image.

2) Structural Similarity Index (SSI) The mathematically defined universal quality index [20] models any distortion as a combination of three different factors, namely a) Loss of correlation, b) Luminance distortion; c) Contrast distortion. The dynamic range of SSI is

\[ SSI = [-1, +1] \]

The best value 1 is achieved if and only if the two images are similar and -1 if the two images are highly un-similar.

3) Correlation Co-efficient (CC) Correlation coefficient quantifies the closeness between two images. This coefficient value ranges from -1 to +1, where the value +1 indicates that the two images are highly correlated and are very close to each other. And the value -1 indicates that the images are exactly opposite to each other. The correlation coefficient is given by

\[ \frac{\sum_{x=1}^{M} \sum_{y=1}^{N} (P(x,y) - \bar{P}(x,y))(Q(x,y) - \bar{Q}(x,y))}{\sqrt{\sum_{x=1}^{M} \sum_{y=1}^{N} (P(x,y) - \bar{P}(x,y))^2 \sum_{x=1}^{M} \sum_{y=1}^{N} (Q(x,y) - \bar{Q}(x,y))^2}} \]  

(17)

V. OBSERVATION AND CONCLUSION

A. Observation

Table I and Table II shows result obtained using five of the model order determination technique to determine the optimal model order for the Hermitian and Anti-Hermitian components of the K-space data on a modeled row data respectively. The result shows similarity in the model order obtained by the use of FPE and AIC for all the rows. There are significant differences in the model order obtained by the use of any of the remaining three methods. The sixth column contain the data obtained by the use of fixed order value.

The result obtained for image similarity measure is as contained in Table III while the final images obtained is as shown in Fig. 3. Images obtained by the use of MDL method shows a great similarity to the fixed order type. The value obtained (0.9304) using SSI similarity measure technique is the highest among the evaluated methods, followed by the use of HNQ. FPE and AIC value are also similar though little improvement in FPE.
TABLE I

<table>
<thead>
<tr>
<th>Row Number</th>
<th>FPE</th>
<th>AIC</th>
<th>RV</th>
<th>MDL</th>
<th>HNQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>21</td>
<td>6</td>
<td>6</td>
<td>9</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>28</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>71</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>76</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>115</td>
<td>13</td>
<td>13</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>145</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>153</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>4</td>
<td>11</td>
</tr>
<tr>
<td>152</td>
<td>2</td>
<td>2</td>
<td>12</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>355</td>
<td>2</td>
<td>2</td>
<td>11</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>363</td>
<td>21</td>
<td>22</td>
<td>21</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>342</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>385</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>392</td>
<td>2</td>
<td>2</td>
<td>8</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>406</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>456</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>431</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>473</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>500</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>511</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>512</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

TABLE II

<table>
<thead>
<tr>
<th>Row Number</th>
<th>FPE</th>
<th>AIC</th>
<th>RV</th>
<th>MDL</th>
<th>HNQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>44</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>53</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>8</td>
<td>15</td>
</tr>
<tr>
<td>55</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>66</td>
<td>38</td>
<td>38</td>
<td>38</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>109</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>123</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>153</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>4</td>
<td>11</td>
</tr>
<tr>
<td>159</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>186</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>216</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>223</td>
<td>3</td>
<td>3</td>
<td>11</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>238</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>264</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>302</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>319</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>355</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>381</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>415</td>
<td>7</td>
<td>7</td>
<td>8</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>437</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>495</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

(0.9282) against AIC (0.9279) was obtained for this particular image. Furthermore, comparing the images obtained by the use of MSE, shows that MDL gives the least measure of error (67.6348) as compared to the value obtained by the use of FPE (90.6970) and AIC (90.6990). Lastly, MDL CC value of (0.9998) is the highest value compared to any of the other method with CC value of (0.9997).

B. Conclusion

In this paper, methods of determining optimal model order for MRI images reconstruction have been presented. The model orders were applied on real K-space data based on TERA MR reconstruction algorithm. Five criteria to determine the model order were evaluated in this work. The result shows that the value obtain for FPE and AIC for dynamic order determination are same for all rows of images, while the value obtained for other model order determining techniques were quite different. Furthermore, this work also shows that based on the use of measure of image similarity the value obtained for MDL shows similarity with that of using fixed order technique and will be more appropriate for model order determination for reconstruction of MRI data using TERA Algorithm.
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Fig. 3. Image Reconstructed by the use of (a) FPE Model Order (b) AIC Model Order (c) RV Model Order (d) MDL Model Order (e) HNQ Model Order