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ABSTRACT

System development generally starts with Requirements Engineering (RE) process. Based on requirements, system analysts produce the requirements documents and analyze them in order to produce design documents. These artefacts will be inputs to the later stages in the system development. It is argued that during the transition between these stages, considering many other various factors, information might be missed out or misinterpreted along the way. Hence, a better transition in the development cycle is required. This paper outlines and provides an analysis of the existing approaches in the literature on constructing systems from natural language requirements (NLR) as to provide the motivation of a new approach to constructing component-based system from NLR.
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1. INTRODUCTION

System development generally starts with Requirements Engineering (RE) process. The outcomes of this process are typically regarded as input to the succeeding processes. In these processes, intermediate requirements models (e.g. object-oriented systems analysis and design (e.g. use case, class, state chart diagrams), structured systems analysis and design (e.g. context, data flow diagrams)), are derived. These intermediate requirements models are manually\(^1\) constructed as a result of some degree of the abstraction process. Such abstraction models, at best, only approximate the raw requirements. Therefore, the same is true of the requirements specification that results from the RE process.

Such a scenario can generally be visualised in Fig. 1. Based on an input containing a set of raw requirements, a systems analyst abstracts the required information and models it according to any appropriate models in the light of the chosen software development methodology. For instance, in object-oriented software development, an analyst deciphers a set of requirements and represents the abstracted information in a series of diagrams (e.g. use case, class, sequence diagram etc.) according to the Unified Modelling Language (UML) notation\(^2\). This whole process is entirely dependent on the expertise of the systems analysts and the domain experts involved. Eventually, the software programmer implements the system based on these abstracted diagrams.

\(^1\) Manual here means derived from scratch or semi-automated.

\(^2\) UML is the de-facto standard of object-oriented modeling notation.

Fig. 1: Current scenario
During the modeling process, crucial information that influences the design decisions might have been overlooked or disregarded. In practice, the modeling process may involve more than one systems analyst, not to mention a number of domain experts. The complexity of this process is further increased by the number of diagrams involved. While producing and maintaining the evolution of this set of diagrams, traceabilities between each modeling element and the original requirements have to be fully addressed. These scenarios are part of the common issues in RE processes and they are considered sufficient to demonstrate the complexity of the processes. Regardless of these issues, however, it is important to ensure that crucial information is not lost during the early stages as it is the basis of information for design decisions in the later stages.

This raises the questions of (1) how and to what degree of accuracy can these abstraction processes fully elicit, capture and satisfy the entire set of requirements; (2) how the risk of information lost during such an abstraction process can be tackled especially when the models are being transformed from one another in each phase of the development life cycle, and further being handled by different stakeholders in the development team; and (3) how these processes can address scalability when dealing with many stages of transformations while having to keep abreast of the relationships among the software artefacts.

A considerable number of existing approaches that deal with handling requirements with regards to architecture have been investigated. Through an analysis of these approaches, a category of mapping approaches is defined. Fig. 2 depicts the idea of the defined category. The category is established based on (1) how these approaches deal with requirements; and (2) how these approaches model information from the requirements into systems architecture.

![Summary of Existing Mapping Approaches](image)

Fig. 2: Summary of Existing Mapping Approaches

For the first criterion, approaches that deal with each single requirement or deal with an entire set of requirements are being investigated. As presented in Section I, an approach that can systematically deal with each single requirement can at least reduce the possibility of disregarding any useful information stated in the requirement. The current state of requirements elicitation and analysis processes are solely subjected to the abstraction made based on the judgment and expertise of the systems analyst. This abstraction process may also run the risk of losing useful details from the requirements. In order to overcome such an issue, various types of traceability techniques are introduced in the literature [1], [2], [3], [4], [5], [6]. Accordingly, more cost and effort are required to produce traceability links and to maintain them.

For the second criterion, approaches that build systems architecture in a single step and approaches that build systems in incremental steps were compared. Building systems architecture in a single step is an approach that analyzes the relevant information (derived from the mapping process, see Fig. 2) and can directly derive a system architecture. On the contrary, the other approaches build the system architecture incrementally or by refinement processes. Through the refinement process, abstracted analysis and design models will be refined into detailed design. An essential strategy in the object-oriented analysis and structured analysis is the decomposition of a problem into smaller and manageable units. On the other hand, an incremental approach allows us to deal with any number of requirements, and therefore it should scale up to arbitrarily large requirements documents.

---

3 This strategy is known as the *divide-and-conquer* technique.
These mapping approaches will be discussed as based on the defined category shown in Fig. 2. The category column represents the following:

1. approaches that deal with all requirements and build the system architecture in a single step;
2. approaches that deal with all requirements and build the system architecture incrementally (or by refinement); and
3. approaches that deal with a single requirement at each incremental step and build the system architecture in a single step.

It is worth noting that the details of these approaches will be sufficiently discussed in the context of how these categories were defined i.e. how these approaches deal with functional requirements, and how these approaches handle and derive the systems architectures.

It is useful to distinguish between the terms ‘refinement’ and ‘incremental’ used in this category. By refinement, it is used to describe the process of detailing the design specification. In literature, such a refinement process is also known as forward engineering [7]. This process is normally applicable in a top-down approach where an abstraction concept is identified, and details are added to the corresponding models. For instance, in a feature-orientation approach, each feature is an abstraction of the generic properties of a system being modeled. This feature needs to be refined to achieve the designated design artefact. On the other hand, by ‘incremental’, it is used to acknowledge the process of adding increments to the architecture or system but at the same time preserving the formerly incremented behaviour without compromising its correctness. A refinement can be, but is not necessarily, incremental. Typically, a refinement process is a top-down activity, while an incremental process supports bottom-up activities.

**A. Category 1: Deal with all requirements and build the system architecture in a single step**

In this category, the entire set of requirements is analyzed and relevant information based on the corresponding selected domain models is extracted. In these tasks, the expertise of the systems analysts and the domain experts is obviously required. The produced set of domain models will be used as a basis for later software development stages. All the required information is elicited, analyzed and modeled (in addition to the existing domain models from the earlier stages), systems architecture will also be derived in the same manner.

![Figure 3: Category 1](image)

Among the examples are the Architectural Decision Elicitation Framework (ADEF) [8], the Analysing Requirements Trade-offs - Scenario Evaluations (ART-SCENE) [9], the Extended Design Spaces (EDS) [10] and the Scenario and Meta Model-Based Approach (SMM) [11].

The following sections include an introduction to each of the approaches in this category, and continuing with an analysis of each of the approaches based on the theme of the defined category.

1. **Architectural Decision Elicitation Framework:** The Architectural Decision Elicitation Framework (ADEF) [8] approach provides not only design guidance in capturing architectural decisions from the requirements using a rule-based implementation, but also contains automatic reasoning capability for making architectural decisions and resolving conflicting decisions. The ADEF approach comprises two main modules, namely (1) **reasoning** and (2) **presentation** modules, as depicted in Fig. 4.

![Fig. 4: ADEF[8]](image)
The Reasoning module encapsulates the decision making knowledge and justifications on the requirements elicitation to be mapped to any relevant architectural decisions. This module contains three sub modules which are: (1) Mapping; This sub-module uses built-in decision trees represented in directed acyclic graphs to provide guidance to the user in manually mapping each requirements specification to one or more architecturally significant properties; (2) Conversion; During the conversion process, the decision units will be converted to a form which can be interpreted by the analysis of the sub module. These decisions are stored as facts; (3) Analysis; In analysis, an automated reasoning is provided in order to make the architectural decisions and to resolve conflicting decisions. Finally, the Presentation module acts as the presentation layer to the user and also update any changes made to the preceding results.

Analysis.: The ADEF approach adopts straightforward transitions by analysing the entire set of requirements, and relates the mapped architectural significant properties into architectural units (e.g. component, connector or bus, system). Clearly, the construction of an architecture of a system is performed in a single step. For this reason, this approach is classified into the first category.

2. Analysing Requirements Trade-offs - Scenario Evaluations (ART-SCENE): The ART-SCENE approach is designed with the intention of utilising an integration of the existing tools and techniques to relate requirements and architecture [9]. By integrating the chosen RE techniques and tools, the ART-SCENE approach claims to provide a comprehensive plug-and-play approach in exploring the requirements and architecture trade-offs with different scenarios.

This approach advocates scenario generation, architectural model and agent-based simulation to explore architectural models for various scenarios [9]. The researchers claimed that scenarios are essential in integrating requirements and architectures. Scenarios, in this approach, are used to realize requirements and architecture trade-offs with different scenarios.

Analysis.: In the ART-SCENE approach, the whole set of requirements is analyzed and modeled into a group of scenarios. While abstracting the requirements into scenarios and modeling them into use cases, important requirements or information might be lost. This design decision is based on the expert judgment and intuition of the involved systems engineer or the systems analyst. Based on this abstracted information, the engineer or analyst models the system requirements using the i* notation [12]. Architecture, is then designed (without refinement) and simulated using the AgentSheets [13], [14] tool.

3. Extended Design Spaces (EDS): The EDS is a semi-formal technique, which aims to achieve reusability in CBSE by providing a set of processes from requirements capturing to configuration [10]. The authors argue that to foster component reuse, software development processes should be geared to consider reusability aspects during the processes.

The EDS process model starts by mapping requirements to components. See Fig. 6. In many of the existing RE approaches, requirements are stated without any consideration of the architectural designs. To some extent, this is the desirable RE feature, because RE is expected to cover the what part of the problem, and not the how part of the solution. However, the drawback of this is that from the reusability aspect, the developers need to manually decide how to bridge these gaps [10]. In order to take advantage of this situation, the EDS provides guidance in the form of a checklist, which contains suggested types of requirement according to the chosen type of architecture.

![Figure 5: Relationships between scenarios, requirements and architectures [9]](image1)

![Fig. 6: Simplified EDS Process Model [10]](image2)

Firstly, a DS (Design Space) profile is created. The outcome of this is the Requirement DS (RDS), which comprises a list of functional and non-functional aspects of the system. The Application DS (ADS) captures the properties of the application, while the RDS describes the requirements in the perspective of the run-time platform. The subsequent step is to map the ADS to the RDS. Some of the ADSs are not directly mapped to
the RDS. Hence, some transformation rules are required. These rules are derived through the correlation between the two spaces.

Secondly, the DS profile will be used to select the architecture. An architecture, in this context, specifies the design decisions and component compatibility. Components that are built for a specific type of architecture share the same assumptions about the design decisions. There is no doubt that the decision about the most appropriate architecture largely depends on the expertise of the software architect. Nonetheless, by using the correlation results from ADS and RDS, the choice of architecture can be justified.

Thirdly, components are selected, configured and composed. Component selection for reuse purposes is done based on the component profiles. The component selection process will then compare the desired DS profile with the provided DS profile from the repository. If there is no match, then a new component will need to be developed from scratch. The component configuration provides the means to determine the parameter settings of the components which are retrieved from the repository. Complex parameters that cannot be handled using the DS technique will need to be manually resolved (e.g. informal hints).

Finally, when all the desired components have been retrieved and configured, a generator uses the components together with their parameter settings and translates them into implementations [10].

Analysis.: The EDS approach deals with the whole set of requirements in an attempt to map functional and non-functional requirements into an architecture. On the other hand, the construction of the architecture is done in a single step once the desired components have been discovered. With this justification, we assign the EDS approach to the first category.

4. Scenario and Meta-Model-Based Approach (SMM): The SMM approach defines the gap between requirements and architecture as a structural gap [11]. The existence of this gap is claimed because of the large conceptual distance between the terms used in both of the stages. A requirement may be modelled into one or more components, whereas one component may relate to one or more requirements. Based on the claim that scenarios can be used as a means to elicit the inter-relationships between requirements and architecture, in relating both of the stages, the SMM approach adopts scenario integration in these stages. Nonetheless, the main aims of this approach are to establish traceability from requirements to implementation and to support change integration.

Meta-models contain a set of descriptions to capture the modeling elements used in a model-driven environment. In this approach, the meta-models are represented using a UML class diagram. These meta-models can be specified into domain-specific meta-models by adding specialised domain concepts. Altogether, six meta-models have been defined to capture the modeling elements with regard to relating the requirements and architecture. These meta-models are illustrated in Fig. 7.

![Scenario Meta Model][11]

During the requirements stage a requirements meta-model identifies FRs and NFRs; a use case meta-model defines goals, external actors, triggers, pre-conditions, post-conditions, results and use case scenarios; a use case scenario meta-model includes the satisfy use case scenario (i.e. primary and alternative) and exception use case scenario, and scenario steps (i.e. action and communication).

During the architecture stage, architectural meta-model specifies internal components and connectors. An architecture consists of a collection of components and connectors. An architectural configuration meta-model identifies the configurations of the components and connectors. An architectural scenario meta-model represents the dynamic behaviour of the architecture. It is a realisation of some use cases, in which the architecture scenario steps (i.e. action and communication) are defined.

Analysis.: The SMM approach deals with the whole set of requirements in order to specify scenarios. These scenarios are used to identify the elements of the defined meta-models in order to look for architectural elements. The architecture of the system is derived once all the architectural elements are discovered. Hence, we classify this work in the first category. In addition, we believe that the abstraction process of going from requirements to scenarios, and the process of identifying elements of the meta-models are based on the
intuition and expert judgment of the analyst (or the designer), instead of relying on the methods that this approach has to offer.

B. Category 2: Deal with all requirements and build the system architecture incrementally or through refinement

The approaches in the second category deal with the entire set of requirements, which has the same input as the first category (see Fig. 8). Nonetheless, in contrast to the first category, the construction of the architecture is performed by means of refinement or incremental process. In this section, how these approaches handle requirements, and how the architecture is derived from requirements, will be elaborated.

![Fig. 8: Category 2](image)

The ability to derive architecture incrementally while at the same time ensuring the incremented behaviours are maintained without compromising its correctness has a significant and promising impact. The essence of incremental is the fact that it can address the issue of scalability. When progressing with small increments, the architecture can be built up and eventually the final architecture can be derived. Each increment has already been validated and hence, less or ideally no rework effort has to be invested whenever additions are made.

On the other hand, construction of an architecture by means of refinement can also build the architecture hand-in-hand with the requirements. As stated earlier, refinement does not necessarily support incremental. This in turn reflects that preservation of behaviours in the former refinement steps may not be guaranteed. The examples of approaches that are considered in this category are the Feature Orientation (FO) [15], the Twin Peaks (TP) [16], the Component-Bus-System-Property (CBSP) [17], [18], the Goal-Oriented Requirements Engineering (GORE) [19], [20], [21], and the Software Architecture- Oriented Requirement Engineering (SAORE) [22].

1. Feature Orientation (FO): The FO-based approaches intended to develop a family of applications for a specific domain instead of for a single application [15], [23], [24], [25], [26], [27], [28]. A feature is defined as “a logical unit of behavior that is specified by a set of functional and quality requirements” [29]. The core technique in FO is the analysis of variability and commonality of an application domain (i.e. the feature analysis) [27], [28]. These features are then transformed into feature models (see Fig. 9), defined in the Feature Oriented Domain Analysis (FODA) technique and used as an input to a series of refinement processes in order to derive an architecture.

![Fig. 9: Feature Model](image)

However, the FODA technique does not provide explicit interaction between features and its corresponding architectural elements [23]. Both the FODA and its modeling technique, namely the Feature-Oriented Requirements Modeling (FORM), remain vague on the matter of mapping feature models to
architectural elements [23]. In order to overcome this issue, the feature-oriented mapping process is proposed [15]. The process comprises two main stages as shown in Fig. 10.

The stages are (1) Feature-Oriented Requirements Modelling (FORM) and (2) Feature-Oriented Architectural Modelling (FOAM). The aims of the FORM stage are (1) to capture the problem domain requirements and transform them in the context of features and their relationships (i.e. during the elicitation process); (2) to analyse and transform the features into a tree form (i.e. during the organisation and analysis process (see Fig. 9)); and (3) to refine the features into a detailed set of functional requirements (i.e. during feature refinement).

Moreover, in the second stage, namely the FOAM stage, the outcome of the FORM stage serves as an input to this stage in order to derive an architecture. A functional feature can be mapped to a subsystem or a component. In FOAM, mapping is addressed in three layers, which are conceptual, logical and deployment architecture as illustrated in Fig. 10. In the conceptual architecture, only functional features are considered. By taking implementation and non-functional features into consideration, these features are detailed for the logical architecture. Finally, the deployment architecture represents how the features are distributed and communicated among computational nodes in the deployment environment.

Analysis: These FO approaches deal with an entire set of requirements and abstract them as features. This abstraction of features together with their relationships is represented as a feature model. Moreover, the construction of an architecture is refined into a series of conceptual, logical and deployment architectures. Clearly the FO-based approaches work on the basis of dealing with the entire set of requirements and transforming the abstracted information into an architecture through the refinement process. For this reason, we assign the FO approach into the second category.

2. Twin Peaks: The Twin Peaks (TP) model adopted the Problem Frames (PF) [30] approach. Thus, some foundations of the PF approach will be briefly introduced. The PF approach attempts to decompose problems into a collection of interacting sub-problems and to manage the separation of the real-world problems into the problem and solution spaces [30]. By having such a separation, a developer can focus on the problem structure while attempting to solve the real-world problem rather than trying to find a solution to the problem. Nevertheless, coming up with the problem domain without considering the solution domain is, if not impossible, rather a difficult task.

In order to reduce the gaps between problem and solution spaces, and to allow requirements and design opportunities to be explored, current software development should exploit the relationships that exist between these spaces [31]. This approach defines frames to a particular problem in which each frame has an associated frame concern, and does not address the concerns of the software architects [16]. This frame concern identifies the correctness argument of the frame. By excluding these concerns, the development process is less likely to be shortened [16]. Hence, the PF approach is extended to consider the solution spaces as a part of the problem domain [16].

In relating both of the spaces, the iterative nature in software development is also taken into consideration, from the general to a more detailed design solution. During this process, some architectural support decisions are used in the problem space. In order to address the issue, the TP model highlights the equal importance of requirements and architectures by separating the problem space and the specification from the solution space [31], [16].

The specification comprises detailed requirements and design specifications which are produced by means of refinement. Here, the refinement is confined to the process of detailing the specification, hand-in-hand with the requirements. This concept is illustrated in Fig. 11. The model mainly addresses the problems dealing with evolving user requirements, applying and managing COTS software, and handling rapid
changes [31]. This approach adopts a causal logic event model [32] to express the event notation, and also applies an informal imperative pseudo code to describe behaviours.

The first TP mapping step is to decompose the problem into independent sub-problems i.e. not having any relationship with any other problem or sub-problems. Each sub-problem will be represented according to the chosen notation. Once all of the sub-problems have been modelled into the commanded behaviour frame notation, the requirements will be represented in the form of causal logic event model expressions.

Analysis: The TP approach deals with the entire set of requirements, and refines the specification by attempting to reduce gaps between the problem and solution spaces. Approaches in the second category handle requirements by processing the whole set of requirements. The fact that the requirements specification is refined in TP indicates that the mapping process itself addresses such a refinement process. Nonetheless, the requirement must be analyzed as a whole, rather than dealing with each requirement at a single point in time. The second consideration is regarding the construction of the architecture. In TP, architectures are derived through the refinement process, hand-in-hand with the refinement of requirements.

3. Component-Bus-System-Property (CBSP): The CBSP is defined as “a lightweight approach which provides a systematic way of reconciling requirements and architecture using intermediate models” [17], [18]. This generic approach adopts the Twin Peaks Model [31], [16] to exhibit the iterative process between requirements and architecture. In addition to this, an intermediate model is introduced between these stages, as shown in Fig. 12. This model helps to decide on a suitable architectural style to be adopted as a basis of transforming the draft architecture to an actual software architecture implementation [17].

The quintessential concept in CBSP is that each requirement will implicitly or explicitly relate to the software architecture elements. The CBSP defines dimensions which consist of a set of architectural elements (i.e. components, connectors (buses), topology and their properties). These dimensions are used to classify and refine the requirements in order to capture architectural-related issues. As depicted in Fig. 13, the mapping process begins with requirements selection. The selection is a voting-based process where requirements with low priorities will be eliminated. This voting process is conducted by stakeholders of the software project team.

Accordingly, the main criteria for voting are the importance and feasibility of the requirements. The second step is to classify the requirements into architectural constructs. This step is performed by experts. In order to classify the constructs, the CBSP dimensions are introduced. The CBSP approach specifies six dimensions to be applied to the basic architectural constructs. These dimensions represent elements that imply (1) processing or data components; (2) a connector or bus; (3) features of a subset of the components and connectors; (4) NFR aspects of a component; (5) NFR aspects of a connector; and (6) system (sub-system) properties. These dimensions are used to refine the requirements in natural language into CBSP model elements. The experts will then examine each of the requirements and vote on the relevance based on the CBSP dimensions.

The third step is to identify and resolve mismatch classification issues. This is where any conflicting perception during the classification in the previous steps will be handled. Again, a voting process is adopted. If there is still no consensus among the experts, a discussion is needed so as to avoid the conflicts and to achieve the final decision.

In the fourth step, each of the requirements will be refined based on overlapping CBSP properties and concerns. Finally, at this step it is assumed that all the conflicts have been resolved. Based on the CBSP model elements a prototype architecture will be derived. This is also the point where architectural styles (e.g. client-server, event-based, layered and pipe-and-filter architecture) [33] will be used to achieve the desired system qualities. This process is heuristically performed, with the justification that there are also possibilities that more than one architectural style is needed or preferable. By using the elements in the selected architectural style(s), the CBSP model elements will be transformed into components, connectors, configurations and data.

Analysis: The CBSP mapping process is an iterative process that is used to refine the draft architecture model derived from a given set of requirements. In the solution structure, the architecture is matched with the existing architectural styles. This architecture is refined iteratively until the completion of the model. The CBSP is considered under this category because although each requirement is voted, and the CBSP elements are identified, the architecture is not created based on the behaviours that directly originated from requirements. Instead, the chosen architectural style is refined, together with the original requirements as illustrated by the spiral dotted line in Fig. 12.

4. Goal-Oriented Requirements Engineering (GORE): A goal is “a prescriptive statement of intent about some system whose satisfaction in general requires the cooperation of some of the agents that form the system” [34]. These goals cover both functional and non-functional goals (NFG). In brief, this approach starts by providing a process to produce software specification based on a set of requirements. From the
functional specification, an initial abstract architecture is drafted. Following this, the architecture is refined to meet the domain-specific architectural constraints.

The GORE approach adopts Knowledge Acquisition in Automated Specification (KAOS) methodology [19], [20], [21] in addressing the architectural design based on the requirements. The KAOS methodology specifies an ontology for capturing requirements [21]. The relevant part of this approach is the architecture derivation process, which happens after the requirements are modelled, specified and analyzed. Such a derivation process (1) provides a systematic guidance to software architects; (2) is incremental; (3) leads to an architecture that satisfies the functional and NFR; and (4) allows different architectural views (e.g. performance view, security view, etc.) [34].

Fig. 13: CBSP Process [17]  
Fig. 14: GORE Process

The GORE process can be abstractly viewed according to the functional and NFG derivation processes. As shown in Fig. 14, for the functional goals, all the relevant documents are referred to in order to identify system goals. Based on these system goals, software requirements are identified. During the following step, the whole set of requirements is analyzed and software specifications are further derived. Finally, the abstract data flow architectures are derived, based on the software specification.

Analysis.: In the GORE approach, the architecture refinement process is specifically required to include the NFG. In the context of functional properties or behavioural properties, the refinement process is not required. However, without the NFG, the derivation process might not be complete. For this reason, this approach is classified in the second category.

5. Software Architecture-Oriented Requirement Engineering (SAORE): The SAORE approach attempts to relate the requirements and architecture stages[22]. In essence, the approach views the architecture model as the reference model in the software development process. The main idea of this approach is to introduce elements of software architecture (SA) in requirements analysis and specification. The SAORE approach identifies two main constituents: components and connectors. A component is defined as an element which encapsulates a set of coherent functionalities, which is expected to perform the desired computational units. A connector, on the other hand, defines the interaction between components. The connector is treated as a first-class entity not only in the problem space, but also in the solution space. Examples of the connectors are procedure calls, file Input/Output (I/O), remote procedure calls (RMC) and client-server.

The SAORE process [22] comprises a series of iterative activities, as illustrated in Fig. 15. The starting point of the process is to determine the boundary of problem spaces i.e. the scope of the system to be built. Following this, stakeholders of the system and their roles are identified. The information is useful to determine the external relationships of the system and also to partition the system into sub-systems or components. In the next step, a top level system model will be produced using a Use Case model. The challenging step here is how to identify the components and connectors from the elicited information.

Fig. 15: SAORE[22]
Analysis: The SAORE approach deals with the entire set of requirements and analyzes them. The components are extracted from use cases or any element that contributes system behaviours, whilst the connectors encapsulate relationships between components. Consequently, the requirement models are derived through a series of refinement steps and this is why the approach is addressed as in the second category.

C. Category 3: Deal with a single requirement at each step and build the system architecture in a single step

In contrast to dealing with the entire set of requirements, the approach in this category deals with each requirement and processes the requirements incrementally. As a result, the architecture is constructed once the complete design specification is derived. This process is therefore done in a single step.

<table>
<thead>
<tr>
<th>Cat. Requirements</th>
<th>Architecture</th>
<th>Approaches</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td></td>
<td>BE</td>
</tr>
</tbody>
</table>

Fig. 16: Category 3

To the best of our knowledge, as shown in Fig. 16, the only work that fits into this category is the Behaviour Engineering (BE) approach.

1. Behaviour Engineering: Behaviour Engineering (BE) establishes an approach for building large-scale systems from natural language requirements. The principle of the BE approach lies in its concept of building design out of requirements instead of satisfying the requirement [35]. It defines the Behaviour Modeling Process (BMP) which comprises a set of processes to support Behaviour Modeling Language (BML). The BML consists of a series of behavioural diagrams including Behaviour Trees (BT), Integrated (IBT), Model (MBT) and Design (DBT) [36], [37], [38], [39], [35], [40], [41]. A BT translates individual (raw) requirements into behaviour trees.

A BT is “a tree-like graph that represents the behaviour of a set of entities which realise or change states, make decisions, respond to or cause events, and interact by exchanging information and/or passing control” [35].

Behaviour trees for all the individual requirements (called requirements behaviour trees (RBTs)) are merged into an IBT that describes the required behaviours of the whole system. Fig. 17 shows examples of the RBTs for two requirements R1 and R2 of an ATM Example and their merged IBT. The IBT is used to integrate all the RBTs. The following diagram, that is the MBT, is used to discover and fix defects on issues such as inconsistencies, ambiguities, etc. As a result of the defect correction, a design behaviour tree (DBT) is produced.

Fig. 17: Behaviour Trees

The DBT is again refined using the provided design decisions. This refinement process clarifies the system’s boundaries. From the DBT of the whole system, a component diagram [37], [36] is derived, together with the behaviours of individual components.

Analysis: According to the approaches category, BE clearly deals with each single requirement by producing these RBTs. Nevertheless, when the complete DBT is produced through refinement, only then is the component diagram constructed. This process is performed in a single step. In such a case, iteration or refinement from design to the system architecture diagram is not required. For these justifications, the BE is considered as in the third category.
D. Category 4: Deal with a single requirement and build the system architecture in each incremental step

Based on the analysis so far, there is a gap in the way that we can handle requirements and at the same time utilize the benefit of incremental approach towards building system architecture. In this new category, each requirement is analyzed one-by-one and the result of the analysis is used to aid in creating an architecture incrementally (in contrast to in a single step or through a series of refinement processes). To the best of the author’s knowledge, none of the existing approaches in the literature offer such a strategy. As a consequence of dealing with each requirement and incrementally building the architecture, this kind of approach can utilise the benefits from both strategies. Firstly, the use of intuition and abstraction can be reduced by dealing with each requirement. In addition, the issue of scalability can be addressed as the approach is designed to accommodate any number of requirements. Secondly, the incremental construction of architecture/system also supports scalability with the ability to support the preservation of behaviour of the incremented architecture.

Fig. 18: Category 4

2. THE PROPOSED APPROACH

The proposed approach is to extract elements of component-based systems from raw requirements, map them directly into the elements of the desired system, and thereby construct the system. The aim of this approach is to maximize the chances of achieving a better match between the final system and the raw requirements. It is believed that by having support from a suitable component model, such an aim could be achieved.

It is necessary to consider if we deal directly with each requirement, analyse and model them without having to deal with the whole set of requirements as conceptualised in Fig. 18. Such a strategy assists in relatively reducing the complexity that the systems analysts or the domain experts need to handle. Nonetheless, we are not arguing that dealing with each requirement can directly lead to simplicity. The challenge with this kind of approach is how we can effectively compose the mapped architecture for each requirement in each increment. As the main theme of this paper is to provide the motivation of the proposed approach, the details of the approach will not be included. Nonetheless, further information can be accessed from these papers [42], [43].

Reflecting on the category of approaches to construct architecture from requirements, the significant benefit of having these two strategies in an approach is mainly to address scalability. In principle, we may handle a larger set of requirements when we deal with a single requirement at a time and incrementally build up the system architecture.

3. CONCLUSION

The problem with the existing approaches in the literature in order to solve the gap between problem and solution, be it using structured or object-oriented approach, is that they provide insufficient emphasis on software architecture elements [15]. As a result of this, transformation from requirements to design is arbitrarily performed based on the intuition or judgment of the involved software engineers.

These gaps between requirements and architecture exist because of the large conceptual distance between the terms used in both stages [11]. In many of the existing RE approaches, requirements are stated short of consideration of the architectural designs. To some extent, this is the desirable RE feature because RE is expected to treat the what part of the problem, and not the how part of the solution. However, the drawback of this feature is that from the reusability aspect, the developers need to manually decide how to bridge these gaps [10].

In addition to scalability, by adopting a component-based approach, we could reuse pre-existing components from component repositories; in contrast to building new parts of the system for each software development project. This factor leads to reducing effort, time and cost as compared to building new parts of the system from scratch. We argue that by having an underlying component model that supports incremental
composition, such an objective can be accomplished. In order to realise the objective, an approach founded on a specific component model should provide a plausible transition from requirements to system architecture for a component-based system.
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