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Measuring Students’ Understanding of Statistical
Concepts using Rasch M easurement

Noor Lide Abu Kassim, Nor Zatul-1ffalsmail, Zamalia Mahmud, and Mohammad Said Zainol

Abstract — This study investigates students’ conceptual
knowledge and under standing of basic statistical concepts and
compares it against statistical competence, which is associated
with discrete statistical knowledge and basic inter pretive skills.
It particularly examines the correspondence between students’
perceived ability and their empirical understanding of the
concepts. Two instruments were developed: a 20-item test to
measure students’ empirical understanding of the basic
statistical concepts and a questionnaire with matching itemsto
measure their perceived ability of these concepts. For a direct
comparison of the two, students’ responses to the test and
questionnaire items were jointly analyzed using the Rasch
measurement model. Results of the analysis show that
conceptual understanding of basic statistical concepts is more
difficult to attain than statistical competence. The results also
suggest that students more often than not overestimated their
under standing of basic statistical concepts, particularly those
requiring conceptual under standing of the concepts.

Index Terms—basic satistical concepts, conceptual
under standing, statistical competence, Rasch measurement,

I. INTRODUCTION

In a number of studies, students in statistics courses were
found to describe rather than justify their statistical solutions
[1] and fail to establish a conceptual base for their solution
strategies [2]. Although students may be able to answer some
test items correctly or perform calculations correctly, they
may still misunderstand basic ideas and conceptsin statistics.
This may be explained by the lack of conceptual
understanding of what is being constructed or how statistical
concepts are interrelated. For example, Garfield et al. [3] and
Bakker [4] found in their studies that although students may
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be able to calculate basic statistics, a sound understanding of
what was being constructed or how statistical concepts are
interrelated is rare. Clark et al. [5] and Matthews et a. [6],
similarly, found that students who receive top grades in a
class may not understand and remember the basic ideas of
statistics.

The lack of conceptual knowledge and understanding of
statistical concepts is particularly seen in relation to basic
statistical concepts such as reasoning about distributions and
graphical  representations of  distributions  [7,8,9],
understanding concepts related to statistical variation such as
measures of variability [10,11]), and sampling distributions
[12,13,14]. This state of affairs is unfortunate given that
statistical reasoning is crucial in dealing with the prevalence
of statistical data in the media and other sources of
information that pervades our daily life.

This study, therefore, seeks to investigate students’
conceptual knowledge and understanding of basic statistical
concepts and compare it against statistical competence,
which is associated with discrete knowledge and basic
interpretive skills. This study particularly examines the
correspondence between students’ empirical understanding
and their perceived ability in these basic statistical concepts.
As conceptual knowledge and understanding has been
reported to be overestimated by students, it would be of
interest to investigate where thisis most apparent. It is hoped
that the results of this study would provide insight to the
development of students’ conceptual knowledge and
understanding that underlies statistical reasoning and
thinking.

Il. LITERATURE REVIEW

A. Satisticsasa Discipline

Statistics as adiscipline can be described as the mathemati cal
study of the likelihood or probability of events occurring
based on known information and inferred by taking alimited
number of samples [15]. A dictionary of mathematics terms
defined statistics as “the study of ways to analyze data... it
consists of descriptive statistics and statistical inference”
[16,17] in the same vein defined statistics as “the science of
collecting, organizing, analyzing, and interpreting data in
order to make decisions”. These descriptions imply that
statistics as a discipline is used to make sense of data for use
in the decision-making process.

For many instructors, statistics is an area of applied
mathematics that readily lends itself to rea-world
applications of mathematics. This applied mathematics
incorporates sampling techniques and probability to describe
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and predict outcomes based on experience. It could be argued
that accurate interpretation of statistics is a necessary
prerequisite for an informed and educated citizenry today
since statistical data, summaries, and inferences appear
frequently in the everyday lives of peoplethan any other form
of mathematical information [18].

Statisticsin all its complexities may create bias and misuse
in many different ways [19]. Citizens need to be aware that
statistics can be used to manipulate and deceive through
misrepresentation, such as by repeating studies until
desirableresults are obtained, or by using small and/or biased
samples. Thus, it iscritical for students, the future generation
of adult society, to be statistically literatein order to critically
analyze the information they receive.

B. Satistical Literacy, Statistical Competence,

Conceptual Knowledge, and Statistical Reasoning

What is statistical literacy? A common theme in the
literature is that statistical literacy does not only involve
knowledge and understanding of statistical concepts such as
distribution, probability and sampling but it is also concerned
with the ability to critically evauate the adequacy of
concepts that have been applied without proper statistical
foundation [20,21]. Students need to reason and make sense
of datistical information. Having statistical literacy,
therefore, means being able to describe and summarize basic
data as well as being able to understand and explain
statistically complex concepts such as trends. In other words,
it requires the ability to extract, understand, and explain data
that is presented in a variety of ways. To be statistically
literate one must understand that how data is organized can
contribute to how it isinterpreted [8,20,22,23].

Conceptual knowledge, on the other hand, has been
characterized as knowledge that is rich in relationships,
where discrete pieces of statistical knowledge, ideas and
concepts are connected to construct a network of interrelated
propositions [24,25]. The construction of interrelated
propositions can occur “between pieces of information
already stored in the memory or between an existing piece of
knowledge and one that is newly learned [24]. Conceptual
knowledge and understanding, therefore, is essential for the
development of statistical reasoning and thinking. Without it,
students would not be able to make connections and explain
the rel ationships between the different statistical processes or
discrete statistical knowledge [25]. The relationship between
conceptual knowledge and understanding and statistical
reasoning is clearly explicated in the following definition of
statistical reasoning given by Garfield [23]; Statistical
reasoning is the way people reason with statistical ideas and
make sense of statistical information. This involves making
interpretations based on sets of data, graphical
representations, and statistical summaries. Much of statistical
reasoning combinesideas about data and chance, which leads
to making inferences and interpreting statistical results.
Underlying this reasoning is a conceptual understanding of
important ideas, such as distribution, center, spread,
association, uncertainty, randomness, and sampling [23].

Statistical competence is held to include the following
components; (i) data awareness, (ii) an understanding of
certain basic statistical concepts and terminology, (iii)
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knowledge of the basics of collecting data and generating
descriptive statistics, (iv) basic interpretation skills (the
ability to describe what the results mean in the context of the
problem), and (v) basic communication skills (being able
explain the results to someone else) [26]. This basic
knowledge, Rumsey [26] argues, underlies statistical
reasoning and thinking. Statistical literacy, conceptual
knowledge and understanding, and statistical reasoning, thus,
can be thought of as unique areas in themselves and may be
represented as a hierarchy, where statistical competence
provides a foundation for conceptual knowledge and
understanding, and conceptual understanding for statistical
reasoning (see Figure 1).

A

High
Statistical reasoning

Conceptual Knowledge and

Order of hierarchy o derstandi
nderstanding

Statistical competence
Low

Figure1. Hierachy of relationship between statistical competence,
conceptual knowledge and understanding and statistical reasoning.

C. Teaching and Learning of Satistics

The teaching and learning of statistics that focuses on
computation skills and discrete statistical knowledge has
come under considerable scrutiny in recent years and a
number of recommendations have been made to develop
students’ conceptual understanding and statistical reasoning.
For example, the American Statistical Association, in 2005,
endorsed a set of instructional guidelines published in the
Guidelines for Assessment and Instruction in Statistics
Education (GAISE) project [27]. In the guidelines, the
following recommendations for statistics education were
made:

Emphasize statistical
statistical thinking;
Usered data;

Stress conceptual understanding rather than mere
knowledge of procedures;

Foster active learning in the classroom;

Use technology for developing conceptual
understanding and analyzing data;

Use assessments to improve and evaluate student
learning

Gal et d. [28], in line with the call for reform in the
teaching and learning of satistics, outlined eight
instructional goals for statistics education to help students
understand and use statistical information and data in an
increasingly information-dense society. These goals are to
have students understand the big ideas that underlie statistical
inquiry which include:

1) Understand the big ideas that underlie statistical inquiry.
These ideas include:
The existence of variation

literacy and develop
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The need to describe populations by collecting
data

The need to reduce raw data by noting trends and
main features through summaries and displays of
the data

The need to study samplesinstead of populations
and to infer from samples to populations
Thelogic behind related sampling processes

The notion of error in measurement and inference,
and theneed to find waysto estimate and control
errors

The need to identify causal processes or factors
The logic behind methods (such as experiments)
for determining causal processes

2) Understand the method of statistical investigations. This
includes study planning, data planning, data collecting
and organizing, data analysis, interpretation of results,
conclusions and implications.

3) Become proficient in procedural skill

4) Understand the relationship between the mathematical
parts (raw data, graphs, summary statistics, etc) and how
changes in data affect these.

5) Understand probability and chance where the emphasis
is on an informa grasp of probability and an
understanding of the commonly used language

6) Develop interpretive skills and statistical literacy in
order to become effective users of statistical information
and be able to critically analyze and question it.

7) Develop the ability to communicate well and use
statistical and probability terminology.

8) Develop an appreciation for statistical methods as atool.

I1l. METHOD

A. Participants

The research method utilized for this study was a survey
method with two data collection instruments: a self-report
guestionnaire and a test of basic statistical knowledge. The
self-report questionnaire and the test were administered
separately to ensure that neither one influences the response
to the other. The questionnaire was administered first before
the test. Total time given for completion of the questionnaire
and test was 40 minutes.

In this preliminary study, purposive sampling was used.
Severa introductory statistics courses conducted at public
tertiary institutions were identified and the instructors
contacted at the onset of this study. However, only two
instructors from two ingtitutions agreed to involve their
students in the study. Subsequently, a total of 115 students
from these two institutions made up the samplefor this study.

B. Data Collection Instruments

A 20-item test was developed to measure students’
statistical competence and conceptual knowledge and
understanding of the basic statistical concepts. The concepts
tested focused on types of data, graphical representations of
distributions, measures of sampling distribution, and
mesasures of variability. These topics were selected for the
following reasons:

1) Studies have shown that students have difficulty with
reasoning about distributions and graphica
representations of distributions [7,8], understanding
concepts related to statistical variation such as measures
of variability [10,11] and sampling distributions [12,13];
and

2) Proficiency in statistics is always related to a specific
topic. Thus, assessment should not be focused on general
competencies, but should be focused on students’
knowledge of specific topics and try to gauge their
understanding of the subject matter [29].

The questionnaire to measure students’ perceived ability was

developed adongside the test to alow for comparisons

between the two.. Each item has a 5-point Likert-type

response format ranging from (1) Strongly Disagree to (5)

Strongly Agree.

C. Data Analysis Procedure

The data was analyzed using WINSTEPS, version 3.64.2.
In the initial analysis, responses to the test items and the
statements in the questionnaire were analyzed separately. A
joint analysis was then conducted where the responses to the
statements on the questionnaire were collapsed into a
dichotomy to complement the response scale of the test. This
was done to allow for a more direct comparison between
empirical understanding and perceived ability. Inthe analysis,
the following were also examined: (i) the validity of items
and student responses, (ii) the capacity in which the items
were able to define a continuum of increasing intensity, (iii)

reliability, (iv) unidimensionality, and (iv) construct
definition.

IV. RESULTS
A. Reliability

From Figure 2, thereliability of item difficulty estimatesis
high (.96). The item separation index of 4.66 indicates that
the items can be separated into 4 difficulty strata. As item
reliability indicates the ability of the test to reproduce the
hierarchy of items aong the measured variable [30,31], a
reliability coefficient of .96 suggests that this order of item
hierarchy will be replicated with a high degree of probability
if the items were given to other comparable cohorts. With
regard to person measures, the reliability coefficient is
considerably lower at 0.71. This is attributed to the
considerable misfitting responses in the data. Responses to
the statements in the questionnaire, on the other hand,
showed greater consistency and this showed in a higher
reliability coefficient for the questionnaire data.

PERSONS 115 INPUT 104 HEASURED INFIT OUTFIT
SCORE COUNT HEASURE  ERROR IMNSQ  2STD DOHNSQ  2STD|
HEAN 23.7 7.4 .85 b .99 .0 98 -
$.D. 5.5 4.0 81 .04 .29 1.5 A8 1.4
REAL RMSE A4 ADJ.SD .68 SEPARATION 1.55 PERSON RELIABILITY .71]

|
OUTFIT |
2 .08 .28 .97 1 .96 ]|
3 1.35 .05 A 13 .20 1.6]
D 1.32 SEPARATION 4.66 ITEM RELIABILITY .96]

ITEHS 40 INPUT
HEAN 61.5 9
$.D. 20.5

REAL RMSE .28 ADJ.S

40 HEASURED INFIT

|
|
|
|
|
|
|
| 7.
| 8.
|

Figure 2. Person and Item Reliability Coefficients
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B. Items and Persons Distributions

One of the most important features of the Rasch approach
is that students’ scores and item difficulty are transformed
onto one scale so that they arerelated to [32,33]. Thisalows
item difficulty and person ability for agroup of examineeson
a group of items to be directly compared. This is known as
‘mapping’, where estimates of person ability and item
difficulty are represented graphically in the form of an
item-by-person map (see Fig. 3). Since both the items and
persons are represented graphically on the samelogit scale, it
ispossible to see if the items fit the ability of the students.

Fromthemap it is evident that alarge number of items can
be found aong the continuum on which the majority of
students’ abilities fall. However, there are items at the
difficult and easy ends where a minimal number of students

could be found.
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Figure 3. Hierarchy of relationship

Fig. 3 indicates the distribution of items from the test as
well as the self-report questionnaire. As expected, items on
the questionnaire which were self-reported clustered towards
the bottom of the logit scale whereas the test items are more
evenly distributed along it. Thisindicatesthat the participants
had largely overestimated their actual ability. The most
difficult item on the test is Item 17. Two items — Item 1 and
Item 2 — were the easiest on the test and are clustered together
with the self-report (perceived ability) items.

Person distribution is better matched to the items that
tested their actua ability compared to items that measured
their perceived ability. Thisindicatesthat the participants had
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overestimated their actual ability. Persons are also largely
clustered at the middle of the scale (between -1 logit and +2
logits) where most of the items are located. This suggests that
the items are not functioning well enough to clearly separate
persons into differing levels of ability.

TABLE 1. HIERARCHY OF ITEMS BASED ON ‘PERCEIVED ABILITY’
SAB -2.00 suU DISTRIBUTION-GRAPHIC PRESENTATION
SAS 1.7 sSC DATA-GRAPHIC PRESENTATION
SA10 -1.54 suU MEASURES OF CENTRE
SA6 -1.45 SC DISTRIBUTION-GRAPHIC PRESENTATION
SA12 -1.44 sC MEASURES OF CENTRE
SAT -1.40 su DISTRIBUTION-GRAPHIC PRESENTATION
SA2 -1.38 sc DATA
SAT -1.18 suU MEASURES OF CENTRE
SAS -1.18 su DISTRIBUTION-GRAPHIC PRESENTATION
SA4 -1.16 SC DATA
SA1 -1.06 SC DATA
SA3 -1.00 sc DATA
SA15 .89 su MEASURES OF SPREAD
SA18 0.89 suU MEASURES OF SPREAD
SAZ20 -0.82 suU MEASURES OF SPREAD
SA19 0.80 su MEASURES OF SPREAD
SA13 0.72 suU MEASURES OF CENTRE
SA16 .67 su MEASURES OF SPREAD
SA1T 0.61 suU MEASURES OF SPREAD
SA14 -0.46 suU MEASURES OF SPREAD

TABLE 2. HIERARCHY OF ITEMS BASED ON PERFORMANCE ON TEST
1 -0.90 SC DATA
Q2 -0.76 5C DATA
Q12 0.20 SC MEASURES OF CENTRE
Q10 0.20 sU MEASURES OF CENTRE
Q3 0.61 sC DATA
Q6 0.79 sC DISTRIBUTION-GRAPHIC PRESENTATION
Q19 0.79 suU MEASURES OF SPREAD
Qn 0.83 SuU MEASURES OF CENTRE
Qs 0.92 sU DISTRIBUTION-GRAPHIC PRESENTATION
Qr 1.01 sU DISTRIBUTION-GRAPHIC PRESENTATION
Q4 1.18 5C DATA
Q15 1.22 suU MEASURES OF SPREAD
Q3 1.22 SuU DISTRIBUTION-GRAPHIC PRESENTATION
Q20 1.45 suU MEASURES OF SPREAD
Q16 1.49 SuU MEASURES OF SPREAD
Q14 1.99 sU MEASURES OF SPREAD
Q13 2.04 sU MEASURES OF CENTRE
Q18 240 sU MEASURES OF SPREAD
Qs 2.46 sC DATA-GRAPHIC PRESENTATION
Q17 i SU MEASURES OF SPREAD

Table 1 and Table 2 present the hierarchy of items based on
their difficulty estimates for both the test data and the
guestionnaire data. From the tables, it is evident that
participants have somewhat accurately estimated the relative
difficulty of measures of spread and measures of centre.
However, they underestimated their knowledge about types
of data (with the exception of ordina data), and
overestimated their knowledge of graphic presentation of
data. Furthermore, it was also found that students in most
cases overestimated their ability in the basic satistical
concepts.

For the purpose of comparing the differences between the
items (perceived ability versus performance), we chose to
compare severa itemsrelating to Types of Data and Graphic
Representation of Data concepts. This can be viewed
respectively in Table 3 and Table 4.

TABLE 3. PERCEIVED ABILITY AND EMPIRICAL UNDERSTANDING

(TYPESOF DATA)
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Students’ perceived ability
to understand concepts
SAL: Tam able to identify the
vartous types of numernical data

Students’ objective understanding of

concepts
QL. Which of the fallowing is anumerical data?
A number of questons answered correctly
B, testtype (motivational or threatening)
C. whether a particular question was correct
or not cotrect
whether the letter the instructor wrote was
faverable or unfaverable
Q2. Which of the following is a categorical data?
A number of questions answered correctly
B testtype (motivational or threatening)
. the number of tests distributed
D the number of students in each group
Q3. Which of the following i3 an ordinal data?
A the rank of the students scores in the class
B. test type (motivational or threatening)
C. whether a particular question was correct or
meorrect
D. the number of students in each group

D

SA2: T am able to identify the
various types of categorical data.

SA3: T am able to identify the
various types of ordinal data.

TABLE 4. PERCEIVED ABILITY AND EMPIRICAL UNDERSTANDING

(GRAPHIC REPRESENTATION OF DATA)

Students’ perceived ability to
understand concepts

Students’ objective understanding of concepts

SALS: Tam able to determine which of
two box-plots represents a larger
standard deviation

Q16. The two box-plots below display final exam scores for &l stdents in
two different sections of the same course.

[ I R
—T]T1

S 1 N o |
@ 10 20 30 49 5O 60 TH 60 B0 100110 LADEI0 140 150
Exam Scor

Section A

Section B

Which section would you expect to have a greater standard deviation
in exam scores?

A Section &

B Section B

C. Both sections are shout equal.

D. Itis impossible to tell

Students’ perceived ability to
understand concepts
SAL8: Tam able to correctly estimate
standard deviations for different
distributions as displayed by the
histograms.

Students* objective understanding of concepts

QI8. Five histograms are presented below. Each histogram displays test
scores on a scale of 0 to 10 for one of five different statistics classes
cusa

cusb
e

14
]
T
i

i«
.

Which of the classes would you expect to have the lewest standard
deviation, and why?

A Class A, because it has the most values close to the mean

E. Class B, because it has the smallest number of distinet scores

C. Class C, because thereis no change in scores

D. Class A and Class D, because they beth have the smallest range.

E. Class E, because it looks the most normal

For illustration, estimates for students’ perceived ability
and empirical understanding relating to types of data and
representation of data are extracted and displayed in Table 5.

TABLES. ABILITY AND PERFORMANCE ESTIMATES

Types of Data Graphic Representation of Data

SA1=-1.06, Q1=-0.90
SA2=-1.38, Q2=-0.76

SA16=-0.67, Q16 =1.49
SA18=-0.89, Q18 =2.40

SA3=-1.00, Q3=0.6

These differences are clearly depicted in the Item
Characteristic Curves (ICCs) where large discrepancies in
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perceived ability and empirical understanding are evident. In
Fig. 4 there exists incongruence between SA1 and Q1, and
SA2 and Q2 where the students underestimated their
knowledge about types of data particularly in the numerical
and categorical data. There exists greater incongruence
between SA3 and Q3 where the students overestimated their
knowledge about types of data particularly at the ordinal data.
In Fig. 5, there exists greater incongruence between SA16
and Q16 and between SA18 and Q18. In this situation,
students also overestimated their knowledge about graphic
representation of data.

Item Characteristic Curves
1
There exists
incongruence
between SAL and
ors | Ql.and SAZand SA2 There exists
) Q2. The students greater
£ underestirmated Qz  incongruence
& their knowledge between 543
= about types of SA3 and Q3. The
S es 4 data (nurnerical students
1 and categotical ©3  overestimated
8 data) SA1 their knowledge
w0 about types of
data (ordinal
o2s data)
o
T & 5 - s 2 a e 1 2 3 & s & 7
Measure
- EA1 = 2 SA3 == 3 SA3 2. 22 02 =—2303
Figure 4. Incongruence between perceived ability and empirical
understanding (Types of data)
Item Characteristic Curves
1
The incongruence
between SA16 and
ors Q16, and SA18
and Q18 show that '\
£ the students
2 overestimated Qia
= their knowledge
g °* T about graphic Sals
S representation of
tg data.
Q16
028
SAlé
[ .
7 s 5 4 3 2 a 0 1 z 3 ¢ 5 8 7
Measure
= 16 SATE == 15 SAIE == 35. 016 38 018
Figure 5. Incongruence between perceived ability and empirical

understanding (Graphic Representation of Data)

Table 6 presents the item statistics in correlation order. It
can be seen that the point measure correlation for Q18 shows
a negative point measure correlation (-0.11). This indicates
that the item is problematic and should be considered for
improvement in terms of its construction or replacement with
asimilar item type. The infit statistics are within the cut off
range of 0.77 to 1.30. Five items, however, showed fit
statistics that are above the 1.30 threshold. Thisisindicative
of outlying responses to the items. However, they are not
considered a threat to validity. Further discussion of fit
statistics and threats to validity can be seenin Linacre [31].

TABLE®6. CORRELATION ORDER OF ABILITY AND UNDERSTANDING

ITEM STATISTICS

(Y
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