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behaviors without unintended consequences remains complex; poorly desipned rewards can lead to suboptimal or harmiul
outromes, Recent studies have explored integrating heuristic search-based rewards into DRL algorithms 1o mitigate these issues.

This study reviews the limitations of traditional DRL navigation and explores recent advancements in inlegrating heuristic search to

desipn dynamic reward funciions that enhance robol learning processes. © 2025 Elsevier BV,
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