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ABSTRACT Big data for sustainable development is a global issue due to the explosive growth of
data and according to the forecasting of International Data Corporation(IDC), the amount of data in the
world will double every 18 months, and the Global Data-sphere is expected to more than double in size
from 2022 to 2026. The analysis, processing, and storing of big data is a challenging research concern due
to data imperfection, massive data size, computational difficulty, and lengthy evaluation time. Clustering
is a fundamental technique in data analysis and data mining, and it becomes particularly challenging when
dealing with big data due to the sheer volume, velocity, and variety of the data. Big Data frameworks like
Hadoop MapReduce and Spark are potent tools that provide an effective way to analyze huge datasets that
are being processed by the Hadoop cluster. Apache Spark is one of the most widely used large-scale data
processing engines due to its speed, low latency in-memory computing, and powerful analytics. Therefore,
we develop a Parallel Fuzzy C-Median Clustering Algorithm Using Spark for Big Data that can handle
large datasets while maintaining high accuracy and scalability. The algorithm employs a distance-based
clustering approach to determine the similarity between data points and group them in combination with
sampling and partitioning techniques. In the sampling phase, a representative subset of the dataset is
selected. In the partitioning phase, the data is partitioned into smaller subsets that can be clustered in parallel
across multiple nodes. The suggested method, implemented in the Databricks cloud platform provides high
clustering accuracy, as measured by clustering evaluation metrics such as the silhouette coefficient, cost
function, partition index, clustering entropy. The experimental results show that c=5, which is consistent
for cost function with the ideal silhouette coefficient of 1, is the optimal number of clusters for this dataset.
A comparative study is done to validate the proposed algorithm by implementing the other contemporary
algorithms for the same dataset. The comparison analysis exhibits that our suggested approach outperforms
the others, especially for computational time. The developed approach is benchmarked with the existing
methods such as MiniBatchKmeans, AffinityPropagation, SpectralClustering, Ward, OPTICS, and BRICH
in terms of silhouette index and cost function.

INDEX TERMS Data clustering, big data framework, fuzzy C means, fuzzy C median, spark.

I. INTRODUCTION
In today’s world, theWorldWideWeb (WWW) is considered
the archive of an enormous amount of data. By 2025, the
worldwide datasphere is expected to grow to 175 zettabytes,
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according to IDC [1]. Social media platforms like Face-
book and Twitter have grown in importance as channels
for communication and idea sharing. The quick informa-
tion exchange on social networks is their most significant
aspect [106]. The substance and complexities of WWW are
increasing day by day. Presently the circumstances are such
that we are suffocating in data yet starving for knowledge.
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Because of these circumstances, data clustering is extremely
important to get valuable data from WWW.With the vast
amount of data generated on the internet, businesses [2] must
understand user preferences and provide tailored experiences
to enhance engagement and satisfaction. Target marketing,
performance prediction, fraud detection, manufacturing, and
medical diagnosis are highly demanding. Data clustering [3],
[4], [5] is the task of collecting information objects into
batches using an unsupervised learning framework, which is
utilized to pit the fundamental likeness of information and
split the data set in the direction of many subgroups. Each
information subset is a cluster; the chosen trials inside the
collection are similar to one another, but the trials bridg-
ing different clusters are not similar in any way. Generally,
the similarity of trials is determined by Euclidean metric,
Manhattan metric, Markov metric, Chebyshev metric, cosine
affinity, Pearson metric, Jaccard affinity, probability solidity,
etc [6], [7]. Clustering approaches have been extensively
utilized in real-world scenarios, such as client assembling in
business schemes, identifying spam over the Internet, gene
sequence classification in bioinformatics, surveying indus-
trial electricity utilization behavior in the electricity market,
etc. [8], [9].

In healthcare and other centralized systems and applica-
tions, the processing of data in real-time across multiple
information systems is a bottleneck [107]. The advancement
of imaging technologies has made it possible to obtain more
comprehensive medical data. Nevertheless, this advancement
has come at the cost of an increase in data volume, making it
more challenging to analyze medical picture data by human
vision [108]. In today’s market, big data is in very high
demand due to its extremely large datasets that have been
painstakingly combined from several fields and are meant to
expand quickly [10], [11], [12]. The size and complexity of
this data set are too huge and complicated for typical data
management techniques to store or analyze it effectively. Big
data is a compilation of information from several sources
that is generally described using five criteria: volume, value,
variety, velocity, and veracity [13], [14]. A big data frame-
work is a set of tools, technologies, and practices designed
to efficiently process, store, and analyze massive volumes of
data that exceed the capabilities of traditional data processing
systems [15], [16]. These frameworks enable organizations
to extract valuable insights from large and complex datasets.
Several prominent big data frameworks are Hadoop, Storm,
Kafka, Apache Spark, Flink, and Samza. Figure 1 shows the
big data framework.

Many researchers have made significant contributions to
the field of big data through techniques, specialized tools,
technologies, and frameworks such as the Hadoop ecosystem,
Apache Spark, NoSQL databases, stream processing plat-
forms, and machine learning algorithms [17]. More advanced
and sophisticated techniques need to be developed with a
focus on minimal computation time and efficient processing
utilizing less storage [18], [19].

FIGURE 1. Big data framework.

When processing big data, especially with a focus on
speed and efficiency, researchers are required to develop
clustering algorithms that can handle large datasets while
minimizing computation time [20], [21]. There are a few
popular clustering algorithms: K-Means Clustering, Fuzzy
C-Means, Hierarchical ClusteringDBSCAN (Density-Based
Spatial Clustering of Applications with Noise), Mean Shift
Clustering, Gaussian Mixture Models (GMM), Agglomera-
tive Clustering, Spectral Clustering, and Affinity Propagation
[9], [22]. The fuzzy C-Means (FCM) is one of the most
popular clustering techniques [19], [23]. It is a variation of the
classic K-Means algorithm that allows data points to belong
to multiple clusters to varying degrees of membership [24],
[25]. Due to its straightforward computation and high-quality
partition, the FCM approach has been extensively employed
in the field of log data. However, because of how much
processing it requires, the sequential FCM algorithm is too
sluggish to complete the partition operation in a reasonable
length of time [26]. FCM’s computational complexity can
make it less suitable for large datasets with many features.
In this paper a new algorithm has been developed, the Fuzzy
C-least median (FCLM) algorithm which is an improvement
to Fuzzy C-means (FCM) algorithm. As it is concerned with
the least value among medians, it wipes out means squared
error and eliminates the effect of outliers of FCM. A new
parallel clustering dubbed parallel FCLM technique has been
further developed for weblog big data on the distributedmem-
ory computing platform using Apache Spark. The originality
of this study is in the creation of a brand-new fuzzy C median
algorithm based on Spark that offers a demanding Partition
Coefficient and Silhouette Score for improved clustering
with recent research work. The proposed research mainly
concerns parallel clustering algorithms under multi-machine
clustering techniques for big data clustering techniques
(See Figure 2).
This paper is organized as: Section I provides a brief intro-

duction about this paper, Section II gives the literature survey
of big data clustering, Section III is brief about the method-
ology, Section IV elaborates on the experimental results and
the conclusion and future work of this paper are present in
Section V.
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FIGURE 2. Structure of big data clustering techniques.

II. LITERATURE SURVEY
A. BACKGROUND STUDY
In the context of Big Data, it’s important to choose clustering
algorithms and techniques that are scalable, efficient, and
capable of handling high-dimensional data [12]. Distributed
computing frameworks like Apache Hadoop and Apache
Spark are often used to parallelize and distribute clustering
tasks across large clusters of machines, making it feasible to
analyze and process massive datasets efficiently [27], [28],
[29]. In the recent few years, the research study for parallel
clustering algorithms in big data frameworks has been a con-
tinuous phenomenon [30], [31]. The clustering algorithms are
widely categorized as follows: K-means clustering algorithm,
K-means variant, Fuzzy C-means clustering algorithm, Col-
laborative filtering technique, Possibility C-means clustering
algorithm, and Optimization based clustering algorithm
(see Figure 3).

FIGURE 3. Classification of distinct parallel clustering techniques for big
data frame.

K-Means: TheK-means clustering technique, amongmany
others, is popular due to its straightforward algorithm and
quick convergence [32]. The strengths of K-means are simple,
easy to understand, computationally efficient, works well
for spherical clusters, equally sized, and scalable to large
datasets with optimizations (e.g., Mini-Batch K-Means) [33].
The shortcomings are sensitive to the choice of initial cen-
troids which can lead to suboptimal results. It is incapable

of handling outliers and non-spherical or irregularly shaped
clusters [34], [35].

Fuzzy C-Means (FCM): Another popular clustering
method is fuzzy C-means clustering (FCM). An effective
approach for mining data and deriving rules from a dataset
in which fuzzy features are prevalent is the fuzzy C-means
(FCM) algorithm [36]. The FCM allows data points to belong
partially to multiple clusters, providing a softer assignment.
The FCM is slightly more computationally intensive than
K-Means [37].

Possibility C-Means (PCM): In 1996, Krishnapuram
and Keller presented the Possibilistic C-Means Clustering
(PCM). PCM eliminates the requirement that the sum of
memberships equal one and is more resistant to noise [38]
is similar to FCM but provides more flexibility in model-
ing uncertainty and can model conflicting information better
than FCM.

Optimization-Based Clustering Algorithms: Optimization-
based clustering algorithms are a class of unsupervised
machine learning techniques that aim to partition data points
into clusters in such a way that an objective function is
optimized [39], [67].

DBSCAN (Density-Based Spatial Clustering of Applica-
tions with Noise): DBSCAN identifies clusters based on the
density of data points [40]. It doesn’t require specifying the
number of clusters in advance [41].

Hierarchical Clustering: Hierarchical clustering builds a
tree-like hierarchy of clusters by iteratively merging or
splitting clusters based on certain linkage criteria (e.g., single-
linkage, complete-linkage, or average-linkage). The optimal
number of clusters can be determined by analyzing the
dendrogram [42].

Spectral Clustering: It involves transforming the data into a
lower-dimensional space using the eigenvectors of this matrix
and then applying K-Means or another clustering algorithm
in the reduced space [43].
Collaborative filtering (CF) is the process of selecting or

assessing information based on the views of other individuals.
With the use of CF technology, significant amounts of data
can be filtered by bringing the opinions of numerous, online
communities together [44].
The increasing number and variety of data on the inter-

net inspires to study of parallel clustering techniques for
big data [45]. Clustering log data in the context of big
data is driven by the need to extract meaningful infor-
mation, detect anomalies and security threats, optimize
resource usage, and improve the overall management and
analysis of large and complex log datasets [46], [47].
To handle the uncertainty and complexity of user behavior,
provide personalized insights, adapt to changing patterns,
and support various applications in web analytics, content
recommendation, and online marketing optimization, it’s
essential to preprocess and prepare the web log data prop-
erly and consider the scalability of FCM for large-scale
weblogs by potentially exploring distributed or parallelized
implementations [5].
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TABLE 1. Comparative study of parallel clustering algorithm.
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TABLE 1. (Continued.) Comparative study of parallel clustering algorithm.
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TABLE 1. (Continued.) Comparative study of parallel clustering algorithm.

B. COMPARATIVE STUDY OF PARALLEL CLUSTERING
ALGORITHM
The numerous unanswered queries and issues surrounding
various huge data clustering approaches are covered in this
section.

Emphasize the shortcomings of the previous research that
we have addressed in our proposed work, based on various
research findings:

The FCM algorithm [22] is the most used clustering
method; it groups comparable aspects of data without
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knowing its contents, although it has problems with means
squared error and the impact of outliers. The work on
K-Means Hadoop Map Reduce (KM HMR) by Kumar and
Mohbey faced the difficulties of implementing map and
reduce for large datasets [14] The Pietrzykowski imple-
mented, [22] MapReduce fuzzyc-mean (MR-FCM) cluster-
ing algorithm is not able to handle massive data. The FCM
clustering technique was enhanced by MalikaBendechachea
et al. [9], however, it increases the time and spatial complex-
ity. A parallel FCM technique was developed on the Spark
platform by Neumann and Kunkel with a performance boost
of 128% over the Hadoop-based solution, although it is lim-
ited to 10 computing nodes and only agricultural image big
data [15]. A new parallel clustering dubbed parallel FCLM
technique has been further developed for weblog big data on
the distributed memory computing platform Apache Spark.
This study is unique in that it develops a novel fuzzy Cmedian
method based on Spark, which provides an exacting Parti-
tion Coefficient and Silhouette Score for enhanced clustering
using the latest research findings.

III. METHODOLOGY
Unsupervised fuzzy clustering techniques with the highest
popularity is the fuzzy C Means method [71]. Constrained
soft clustering is one of the most used unsupervised fuzzy
clustering methods [72], [73], [74]. The fundamental goal
of the FCM method is to locate distinct clusters based on
the samples’ proximity to cluster centers [75]. The FCM
approach finds out the ideal cluster centers that yield good
partitioning outcomes by minimizing the objective func-
tion [76]. The sum of the distances between points in various
clusters and their centers is used as a criterion for determining
the cluster’s centre.

The Parallel Fuzzy C-Median Clustering Algorithm is
an efficient method for partitioning a dataset into clus-
ters where each data point belongs to clusters with vary-
ing degrees of membership, and the clustering is done
in parallel to improve computational efficiency. The steps
involved can be categorized into three main phases:
sampling, partitioning, and the distance-based clustering
approach.

• Random Sampling: Randomly select a subset of data
points from the weblog dataset. This subset should be
large enough to represent the overall distribution and
structure of the data.

• Distributed Data Storage:Divide the data into smaller,
manageable segments to facilitate parallel processing.
Store each partition on a different processing unit or
node in a distributed computing environment.

• Distance-Based Clustering Approach:Perform clus-
tering using a distance metric and the Fuzzy C-Median
criterion.

◦ Membership Initialization: Initialize the member-
ship matrix where each element uij represents the
degree of membership of data point xi to cluster j.

Ensure that the sum of memberships for each data
point across all clusters equals 1.

◦ ComputeDistance:Calculate the distance between
each data point and each cluster centroid using
an appropriate distance metric (e.g., Euclidean
distance).

◦ UpdateMembership Values:Update the member-
ship matrix based on the computed distances. Use
the formula:

Uij =
1∑C

K=1 {
dij
dik

}

2
m−1

(1)

where d ij is the distance between the data
point xi and centroid cj , and m is the fuzziness
parameter.

◦ Compute New Centroids: Update the centroids
using the fuzzy membership values:

Cj =

∑N
i=1U

m
ijXi∑N

i=1U
m
ij

(2)

◦ Cluster Assignment:Assign data points to clusters
based on the highest membership value.

The Parallel Fuzzy C-Median Clustering Algorithm
leverages parallel processing to improve efficiency
and scalability while effectively partitioning and clus-
tering big datasets through the use of structured
phases.

Using Apache Spark to implement the Fuzzy C-Median
clustering algorithm requires several crucial technical stages,
such as parallelization, partitioning, and sampling techniques.
The specific methods and techniques to accomplish this are
listed below.

1. Setup and Initialization
Before implementation, ensure that you have a Spark

cluster set up. The implementation will use PySpark for
simplicity.

a. Import Libraries
from pyspark.sql import SparkSession
from pyspark.sql.functions import col
import numpy as np
import pandas as pd
b. Initialize Spark Session
spark = SparkSession.builder.appName(‘‘FuzzyCMedian

Clustering’’).getOrCreate()
2. Random Sampling
The Random Sampling approach is used to minimize the

data size for faster initial grouping.
3. Partitioning
Partitioning helps distribute the workload across the clus-

ter. Spark’s partitioning strategy has been applied.
4. Parallelization Strategies
Spark inherently parallelizes operations using its RDDs

(Resilient Distributed Datasets) and DataFrame APIs. Below
is a step-by-step implementation of the Fuzzy C-Median
algorithm, incorporating parallelization:
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a. Distance Function
Define the distance function for the median-based

clustering.
defmanhattan_distance(x, y):
returnnp.sum(np.abs(x - y))
b. Update Membership Function
Update the membership values for each data point to all

cluster centers.
c. Update Cluster Centers
Update the cluster centers based on the current member-

ship values.
d. Fuzzy C-Median Implementation
Implement the main loop of the Fuzzy C-Median

algorithm.
5. Parallelize with Spark
Distribute the computation across Spark workers.
a. Convert Data to RDD
b. Distribute Centers and Membership Update
Distribute the membership update and center update steps.
c. Main Fuzzy C-Median with Spark
Integrate the distributed functions into the main algorithm.
6. Execution
Execute the algorithm on weblog data.

A. APACHE SPARK’S RESILIENT DISTRIBUTED
DATASET(RDD) WITH DATABRICKS
MapReduce was inefficient (or intractable) for interactive or
iterative computing jobs and a complex framework to learn,
so from the onset, the idea of Spark evolved for a simpler,
faster, and easier big data computing framework. To address
the difficulty of large data processing and analysis for web log
data, we provide a parallel Fuzzy CMedian technique built on
the Spark platform for distributed computing [77], [78]. Uti-
lizing cloud data stored in a distributed computing platform
(Databricks), iterative computing is performed by simultane-
ously calculating and updating the membership degrees of
data points to various cluster centers. The information from
the clustered data point cloud is then used to recreate the
segmented data [79].

Spark is significantly faster than Hadoop MapReduce
because it offers in-memory storage for intermediate cal-
culations [80], [81]. It includes machine learning libraries
(MLlib), SQL for interactive queries (Spark SQL), stream
processing libraries (Structured Streaming) for dealing with
real-time data, and graph processing libraries (GraphX).
Apache Spark is a multi-language engine for doing big
data processing, data engineering, data science, and machine
learning on single-node workstations to make interactive big
data applications fast and easy [12], [82]. The most basic
abstraction in Spark is RDD which is a distributed query
processing engine, designed for in-memory processing and
a pointer to a distributed dataset for storing and computing
information irrespective of data memory [83], [84]. Cluster-
ing using Apache Spark is straightforward with Databricks
which is a single analytics platform for parallel processing
and cluster computing [85].

FIGURE 4. Databricks architecture.

B. DATABRICKS
Databricks is a big data engineering tool hosted in the
cloud. The people behind Apache Spark developed this uni-
fied analytics platform [86], [87]. Additionally, it offers
links to a range of frequently used tools such as shared
Jupyter notebooks, GitHub integration, automation monitor-
ing, scheduling, and debugging, as well as other features.
Databricks provides quick installation of CPU and GPU clus-
ters on instances on AmazonWeb Services (AWS) and Azure
for the greatest degree of flexibility. The community edition
of the Databricks cloud environment (see Figure 5) is used
for my work.

FIGURE 5. Databricks community cloud screen.

C. DATABRICKS FILE SYSTEM(DBFS)
DBFS is a Databricks File System that allows storing data for
querying inside of Databricks. DBFS is an interface on top of
scalable object storage that transforms native cloud storage
API calls into Unix-like filesystem calls. After a cluster is
shut down, files are saved to object storage, ensuring that no
data is lost.
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Data Flow:

FIGURE 6. The flow of the parallel fuzzy C median algorithm.

1) CREATE CLUSTER
The simplest method to begin a new cluster is to click the
New button: Click the Create Icon Create button in the sidebar
and select Cluster from the options. The New Cluster page
appears. The cluster needs to be named and set up.

a: CONNECT A NOTEBOOK TO THE CLUSTER AND USE IT
TO RUN COMMANDS
A notebook is an online web-based user interface for a docu-
ment containing narrative text, pictures, and executable code.
Additionally, it discusses data visualizations, sharing visu-
als as dashboards, parameterizing notebooks and dashboards
with widgets, utilizing notebook processes to construct com-
plex pipelines.

b: USING THE PYTHON DATAFRAME API, CREATE A
DataFrame FROM A DATABRICKS DATASET
I’m using PySpark to construct a DataFrame fromDatabricks.

PySpark
PySpark is Apache Spark’s PythonApplication Programming
Interface(API) [88], [89]. It is compatible with the vast major-
ity of Spark technologies, including Spark Core, DataFrame,
MLlib (Machine Learning), and Spark SQL. The Spark con-
text is created by the PySpark Shell, which also connects the
Python API to the Spark core.

PySpark’s ENVIRONMENT SETUP
Download and install PySpark using the procedures below.

Step 1: Get the most recent version of Apache Spark from
the official Apache Spark download page.

Step 2:Spark tar file needs to be extracted from the down-
loaded PySpark – SparkContext.

FIGURE 7. Databricks create cluster screen.

FIGURE 8. Databricks FCMedianSpark cluster screen.

FIGURE 9. Databricks notebook screen.

The pictorial representation of data flow in PySpark is
shown in Figure 11.

c: MANIPULATE THE DATA AND SHOW THE OUTCOMES
We use the weblog dataset to perform further Data Analysis.

Its analysis and utilization are essential for organizations
looking to make data-informed decisions and stay competi-
tive in the digital landscape [86]. Additionally use Databricks
Notebooks to visualize data in a variety of charts, including
pie charts, bar charts, scatter plots, and more.
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FIGURE 10. Databricks DBFS screen.

FIGURE 11. Data flow in PySpark.

Parallel Fuzzy Clustering algorithm using Spark:
We proposed an efficient parallel clustering algorithm

using spark on big data. The suggested method elimi-
nates batch effects while offering speedy and iterative data
processing.
Algorithm: Fuzzy C Median (FCMedian) using Spark on

big data:
Input: Data from the cloud (Databricks)
Output: Cluster membership
Step 1: Build a cloud cluster
Step 2: A notebook was connected to the cluster;
Step 3: RDDs were created using data read from the cloud.
Step 4: Distribute ‘‘V’’ to different computer nodes after

randomly initialising or updating the cluster’s ‘‘V’’ centre.
Step 5: Calculate the fuzzy membership ’Uij’ using:

U ij = 1
/ ∑c

k=1
(d ij/d ik)(2/m−1) (3)

Dij Value for each new cluster centers

Di = Median{(Dij(Sk−Si) ∗ U ij)}∀i ̸= k; k = 1 . . . n (4)

Step 6: Compute the fuzzy centers ‘vj’ using:

Vj =

(∑n

i=1

(
Uij

)m xi) /
(∑n

i=1

(
Uij

)m)
, ∀j = 1, 2, . . . c

(5)

Step 7: New cluster centres are determined in each iteration
phase using the formula below:

p = Argmin{(Di : n); ∀i = 1 . . . n} (6)

Step 8: Steps 5 and 6 should be repeated until the minimal
‘J’ value is reached or

||U(k + 1) − U(k)|| < β. (7)

where ‘k’ is the iteration step. ‘β’ is the termination criterion
between [0, 1].

‘U = (Uij)n ∗ V′ (8)

is the fuzzy membership matrix. ‘J’ is the objective function.
Step 9: If limits are defined, then build column charts for

cluster centres with n = 2 to limits, analyze the validity
indices, and pick the cluster centres with the lowest limits.

Step 10: Apply the Map operation to the distributed
cluster to compute and update the membership degree U
simultaneously;

Step 11: Use the mapPartitions method to compute and
update the cluster centres Vi that is a part of V from the ith
computing node.

Step 12: Gather and combine the cluster centres Vi from
various nodes to form a new cluster centre V using the
reducing procedure;

Step 13: Save the cluster data and export the data from the
clustered points.

IV. EXPERIMENTAL RESULTS
A. DATASET
The input server log data is downloaded from the site
https://filewatch.net. Filewatcher is a File Transfer Protocol
(FTP) search engine that monitors more than two billion
files over 5,000 FTP servers. The downloaded file name is
‘‘pa.sanitized-access.20070109.gz.’’ A sample server log file
entry is given below in Table 2

TABLE 2. An example of a weblog entry.
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TABLE 3. Algorithm for data cleaning.

B. CLEANING OF DATA
When a person requests a web page and inputs or clicks on
a URL, many URLs are typically created, such as figures,
scripts, and so on. As a result, any URLs that end with a
graphic should be erased. The robot’s request is unwanted
because it is not the generated by user, it’s self-generated.
Hence, we should remove them to increase the accuracy.
We employed two methods for extracting robot requests. The
first one is checking for an entry in ‘‘robots.txt’’ in web log
data and the second one is removing HEAD requests [30],
[36], [38]. Next is the removal of URLs with query strings.
Normally URL with query strings is used for requesting extra
details from the web browser. As it is unnecessary, we remove
them as well [30], [36], [38]. IP Address is encrypted to hide
the user’s identity and to ease future processing. Furthermore,
each URL will be appointed a unique number and it will be
put away in a URL map along with its number [30], [36],
[38]. It’s critical to any organization as it enables them to
make more informed judgments and comprehend the prefer-
ences of their clientele [109]. The data-cleaning algorithm is
demonstrated in Table 3.

The output file after applying the data-cleaning algorithm
is shown in Table 4. The output file is sorted in
ascending order based on the encoded value of the
IP Address.

C. USER IDENTIFICATION
After cleaning input web log data, users can be distinguished
through its IP since the log file doesn’t contain user login
information. Next, all requests relating to the individual user
are separated accordingly. The algorithm for user identifica-
tion is shown in Table 5 [30], [36], [38].

TABLE 4. Output file after data cleaning.

TABLE 5. Algorithm for user identification.

TABLE 6. Output file format after user identification.

The organization of the yield document produced after user
identification is shown in Table 6.
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D. SESSION IDENTIFICATION
Keeping in mind the end goal for recognizing client ses-
sions we can approach Time Oriented Heuristics (TOH) as
portrayed below [30], [36], [38]:TOH1: The time term of a
session should not surpass a time limit α. Let the timestamp
of the first URL request in a session is, T1. If another URL
asks for a session with timestamp Ti it is allotted to the same
session if and only if Ti-T1≤α. The principal URL asking for
timestamp bigger than T1 +α is taken as the first request of
the following session [30], [36], [38].
TOH2: The time spent on a page visit should not surpass a

time limit α. Let a URL, the most recently given to a session
have a timestamp Ti. The next URL’s request fitswith the
same session if and only if Ti+1-Ti≤ α where Ti+1 is the
timestamp of the new URL’s request. This URL is now
the first of the following session [30], [36], [38].
In our implementation for the interim, we are utilizing

TOH1. We have chosen 30 minutes as the estimation of the
limit time. The algorithm for user session identification is
shown in Table 7 and the output file of session identification
is shown in Table 8.

TABLE 7. Algorithm to create user sessions taking into account TOH1.

E. REDUCTION OF DIMENSIONALITY
A robust dimensionality reduction technique can be created
while also enhancing clustering by removing log references
to low bolster URLs (those are not boosted by a preset number
of user sessions). To implement this, we are removing URLs
that occur only once [30], [36], [38].

F. ASSIGNING SESSION WEIGHT
For the clustering task, the session files can be separated
to remove little sessions keeping in mind the end goal to

TABLE 8. Output file of session identification.

take out the variation from the data. In any case, directly
removing these little measured sessions may bring about loss
of a critical measure of information particularly when the
quantity of these little sessions is large. Here, we assign
weights to each of these sessions based on how many URLs
they visited throughout their time. Session weight assignment
is done based on the following equation [30], [36], [38].

Wsi = 0, if |si | ≤ 1

Wsi = 1, if |si | ≥ 1

where W is the weight and |si | is the number of URLs
accessed in a particular session.

G. DEVELOPMENT OF USER SESSION MATRIX
We represent sessions using a matrix. Every row denotes a
session and the column denotes a URL. If a URL arrives in
a session, then the entry for that URL in the specific session
will bemore prominent than zero. Therewill be several events
of that URL in that session. If the URL is not present then
that entry will be zero. Sessions are referred to by utilizing a
sparse matrix in row-major form. It reduces processing time
to a great extent. After all, we are dividing to standardize the
session matrix for every column by its greatest value [30],
[36], [38].

H. FUZZY C MEANS USING SPARK & FUZZY C MEDIAN
USING SPARK
1) BASE RAW DATA
The raw data are shown in Figure 12.

To analyze the real-time streaming of big data, Apache
Spark is ideal [90]. Diverse technologies and methodologies,
including distributed processing frameworks like Apache
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FIGURE 12. Scatter plots of raw data.

Hadoop or Apache Spark, data ingestion and storage systems
like Apache Kafka or Apache HBase, and data querying
languages like Apache Hive or Apache Pig, can be used to
process and analyze base raw weblog big data [96]. The data
processing and analysis in this case is done by Apache Spark
technology [97]. By building and running both algorithms
using Spark’s MLlib(pyspark), experiments were conducted
on a weblog dataset to compare the performance of Fuzzy C
Means and Fuzzy C Median [98].

I. PARALLEL FUZZY C MEANS CLUSTERING USING SPARK
Partition Coefficient and Partition Entropy Coefficient
for Fuzzy C Means Clustering using Spark shown in
Figure 13 to 15.

The implemented FCM with Spark (as shown in
figures 13 to 15) performed significantly better than without
Spark, demonstrating the most accurate clustering in terms of
computing complexity. The outcome of the FCLM algorithm
running using spark is remarkably improved cluster quality.

FIGURE 13. Scatter plots of PE and PEC for 2 & 3 clusters in PFCM.

FIGURE 14. Scatter plots of PE and PEC for 4 & 5 clusters in PFCM.

FIGURE 15. Scatter plots of PE and PEC for 6 & 7 clusters in PFCM.

J. PARALLEL FUZZY C MEDIAN CLUSTERING USING
SPARK
Partition Coefficient and Partition Entropy Coefficient for
Fuzzy C Median Clustering using Spark are shown in
Figure 16 to 18.

FIGURE 16. Scatter plots of PE and PEC for 2 & 3 clusters inPFCMedian.

FIGURE 17. Scatter plots of PE and PEC for 4 & 5 clusters inPFCMedian.

FIGURE 18. Scatter plots of PE and PEC for 6 & 7 clusters inPFCMedian.

K. PARTITION COEFFICIENT
The partition coefficient (PC), which measures the fuzzy
degree of the final separated clusters, is calculated using the
fuzzy partition matrix; the higher the value, the better the
partition result. Fuzzy C means it gives a better partition
coefficient.

PC =
1
n

∑k

j=1

∑n

i=1
Um
j,i

L. PARTITION ENTROPY COEFFICIENT
The fuzzy degree of the final partitioned clusters is measured
using the fuzzy partition matrix by the partition entropy (PE),
and the lower the number, the better the partition outcome.
A very high degree of final partition is indicated by the
significantly lower partition entropy coefficient produced by
the implemented Fuzzy Cmedian utilizing the Spark method.

PEC = −
1
n

∑k

j−1

∑n

i−1
U j,iloga

(
U j,i

)
A higher PC value suggests that there is less degree of overlap
between the clusters and that they are more effectively iso-
lated. Conversely, a higher PE value denotes a higher degree
of fuzziness and greater cluster overlapping.
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M. SILHOUETTE COEFFICIENT
For a clustering technique, the Silhouette Coefficient is a
statistic that is used to assess the quality of the clusters.
It gauges an object’s cohesiveness, or similarity to its cluster,
in contrast to separation, or distance from other clusters.
In other words, it measures how distinct and well-defined the
clusters are [99].

To determine a final score for the clustering, the Silhouette
Coefficient is computed for each data point in the dataset and
then averaged. A single data point’s ‘‘i’’ silhouette coefficient
has the following formula:

S (i) =
b (i) −a(i)

max{a (i) , b(i)}

where:
• S(i) is the Silhouette Coefficient for data point ‘i.’
• a(i) is the average distance from data point ‘i’ to
other data points within the same cluster (intra-cluster
distance).

• b(i) is the smallest average distance from data point ‘i’ to
data points in a different cluster, minimized over clusters
(inter-cluster distance).

The Silhouette Coefficient ranges from -1 to 1:
• A high value (close to 1) indicates that the data point
is well-matched to its cluster and poorly matched to
neighboring clusters. This suggests a good clustering
solution.

• A value near 0 indicates that the data point is on or very
close to the decision boundary between two neighboring
clusters.

• A low value (close to -1) indicates that the data point
is closer to a neighboring cluster than to its cluster,
indicating that it may be in the wrong cluster.

We calculate the Silhouette Coefficient for each data point
in a clustering solution and then average the results to get the
overall Silhouette Score. The grouping is better the higher the
average Silhouette Score.

1: Indicates that clusters are well separated and distinct
from one another [99].
Fuzzy C Median using Spark:
C=2, Silhouette Score: 0.9052975163457041
C=3, Silhouette Score: 0.8547429823506406
C=4, Silhouette Score: 0.9923897493936394
C=5, Silhouette Score: 1.0000008513967786
C=6, Silhouette Score: 1.0000008513967786
C=7, Silhouette Score: 1.0000008513967786
C=8, Silhouette Score: 1.0000008513967786
C=9, Silhouette Score: 1.0000008513967786
Fuzzy C Means using Spark
C=2, Silhouette Score: 0.9053125353757929
C=3, Silhouette Score: 0.8547676552736689
C=4, Silhouette Score: 0.9923907732363044
C=5, Silhouette Score: 0.9998910822740511
C=6, Silhouette Score: 0.9998910822740511
C=7, Silhouette Score: 0.9998910822740511

C=8, Silhouette Score: 0.9998910822740511
C=9, Silhouette Score: 0.9998910822740511
By receiving both the fuzzy C median using spark and

fuzzy c means using spark silhouette scores, it is possible to
conclude that the fuzzy c median algorithm provides effective
clustering as the vast majority of its values are 1.

1) COST FUNCTION
The cost function in the context of the Fuzzy C-Median
Clustering Algorithm is typically the sum of squared errors
(SSE) or the sum of distances between each data point and
its assigned centroid. For fuzzy clustering, the cost function
is modified to account for the membership values:

J =

∑N

i=1

∑C

j=1
Um
ij d(xi,cj)

where U ij is the membership value of the data point xi in
cluster j, m is the fuzziness parameter, and d(xi, cj) is the
distance between xixi and centroid cj.

To determine the best cluster centers and fuzzy mem-
bership degrees, the cost function is utilized to assess the
quality of the clustering solution. As it indicates the degree of
compactness and separation of the clusters, the cost function
is a helpful statistic for assessing the quality of the clustering
solution [103], [100]. This cost has exponential time com-
plexity and is NP-hard. Cost Function is shown in Figure 19.

FIGURE 19. Cost function.

The results show that c=5 is the ideal number of clus-
ters for this dataset, which is consistent with our analysis’s
findings.

The fuzzy c-median using the spark clustering algorithm
outperforms the fuzzy c-Means using the spark tech-
nique. In this work, the very recent clustering algo-
rithms including MiniBatchKmeans, AffinityPropagation,
MeanShift, SpectralClustering, Ward, FCMD Clustering,
DBSCAN, OPTICS, BRICH, and Gaussian Mixture are
implemented using the PySparkdatabrick cloud environment
and the obtained results are shown in Figure 20.

2) COMPUTATIONAL TIME
Shorter computational time indicates a more efficient
algorithm, especially important for large datasets and real-
time applications. Parallel algorithms are expected to show
significant improvements in computational time over their
sequential counterparts. The comparative analysis mani-
fests that the FCMD clustering executes in less time than
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FIGURE 20. Comparison result of web log data for different clustering
algorithms.

MiniBatchKmeans,AffinityPropagation,SpectralClustering,
Ward, OPTICS, and BRICH.

The speedup is used to compare the parallel FCMe-
dian method implemented in Spark to the parallel FCM
algorithm’s performance. A larger speedup indicates that the
parallel algorithm takes up less time. The trial results is shown
in Table 9

TABLE 9. Comparision result of web log data for different clustering
algorithms based on SS,DBI,TT.

N. FCLMEDIAN USING SPARK PERFORMANCE
The memory consumption and processing speed concerns
that come with massive data are specifically addressed by the

Parallel Fuzzy C-Median Clustering Algorithm. Here’s how
the algorithm addresses these challenges:

1) DISTRIBUTED COMPUTING FRAMEWORKS
By leveraging frameworks like Apache Spark, the algorithm
can scale horizontally. Each node handles a subset of the data,
allowing the system to process large datasets efficiently.

2) MEMORY UTILIZATION
Optimize memory usage to handle large datasets without
exhausting system resources.

• Data Partitioning: By dividing the dataset into smaller
chunks, the algorithm ensures that each partition can
fit into the memory of individual nodes. This approach
prevents memory overflow issues that are common with
large datasets.

• In-Memory Processing: For frameworks like Apache
Spark, the algorithm takes advantage of in-memory pro-
cessing capabilities, which reduce the need for repeated
disk I/O operations and speed up computations.

By implementing the algorithm on a high-performance com-
puting cluster at Databricks environment, the processing time
for clustering was reduced from several hours to minutes.

3) RAND INDEX
The Rand Index assesses how comparable two clusters are
to one another by comparing all sample pairs and tallying
pairs assigned to the same or different groups in the actual
and anticipated grouping [35]. The Rand index has a scale
of 0 to 1. The Rand index is one when the two divisions line
up exactly. Results from clustering are more reliable when the
rand index value is close to 1 than when it is not1. The results
of trials on the accuracy of various clustering approaches are
shown in Figure 21. The proposed PFCMS method outper-
forms the FCM and FCLM approaches in terms of rand index
rate, it has been shown in Table 10.

FIGURE 21. Rand index of clustering algorithms (FCM, FCLM, PFCMS).

4) F-MEASURE
A performance indicator called F-Measure is utilized to eval-
uate the accuracy of the clustering technique used in this case
as well as the quality of the clusters. When the results for
cluster formation are accurate, the F-Measure values are high.
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TABLE 10. Rand index of clustering algorithms(FCM,FCLM,PFCMS).

FIGURE 22. F-measure of clustering algorithms(FCM,FCLM,PFCMS).

When it comes to the accuracy of clustering, the suggested
PFCMS clustering algorithm performs better than already
in-use methods like FCM and FCLM. Table 11 contains the
results, and Figure 22 depicts the performance comparison.

5) SUM OF SQUARED ERROR (SSE)
The most crucial and well-liked clustering criterion
is SSE. The density of the clusters is evaluated. Figure 23 dis-
plays the SSE outcomes for a user session matrix’s clustering
technique. The suggested technique compared to the FCM
and FCLM techniques, has a lower error value, as displayed
in Table 12. Finding the respondents or clients who ‘‘fit best’’
for a specific market group (cluster) can be done statistically
using cluster analysis. The more similar the consumers in a
market sector are, the lower the SSE.

FIGURE 23. SSE of clustering algorithms (FCM, FCLM, PFCMS).

TABLE 11. F-measure of clustering algorithms(FCM,FCLM,PFCMS).

TABLE 12. SSE of clustering algorithms (FCM,FCLM,PFCMS).

6) ACCURACY
The clustering accuracy of the proposed system Parallel
FCMedian employing Spark is compared to existing methods
FCM (Fuzzy C means) clustering and Fuzzy C Least Median
clustering using the parameters Rand Index, F-Measure, and
Sum of Squared Error (SSE). For both FCM and the proposed
algorithm, give similar data information and ascertain the
Rand Index, Sum of Squared error, and F-measure. Then,
examine the file evaluations produced by the suggested
method PFCMS (Parallel Fuzzy C Median using Spark),
as well as FCM (Fuzzy C Means), FCLM (Fuzzy C Least
Median), and FCM (Fuzzy C Means).

V. CONCLUSION
The most important issues with big data clustering are exam-
ined, and the Parallel Fuzzy C-Median Clustering Algorithm
Using the Spark for the Big Datais proposed, developed,
and tested to improve clustering quality by eradicating mean
squared error and the impact of outliers, as well as to
reduce lengthy evaluation times and excessive computational
complexity.

151800 VOLUME 12, 2024



M. A. Mallik et al.: Parallel Fuzzy C-Median Clustering Algorithm Using Spark for the Big Data

For the sake of better clustering to reduce computational
complexity and evaluation time the fuzzy Cmedian technique
has been implemented using Spark and analyzed its perfor-
mance using a variety of performance parameters, including
silhouette score, execution time, rand index, partition coef-
ficient, partition entropy coefficient, and cost function. The
fuzzy c median algorithm provides efficient grouping as the
vast majority of its silhouette score values, obtained are 1,
which can be inferred from the result of both the fuzzy C
median using spark and fuzzy c means using spark. The
majority of the rand index values obtained are closer to 1,
which is clear evidence of successful data grouping for fuzzy
c median using spark. Results for the cost function indicate
that c=5 is the optimal number of clusters for this dataset,
which is in line with the conclusions of our investigation.
The proposed approach can be utilized to significantly reduce
the time and memory consumption, while still maintain-
ing clustering accuracy. The target research work endorses
the significant potential performance enhancement to handle
massive datasets with good clustering accuracy.

A. LIMITATIONS
Implementing Fuzzy C-Median clustering in Spark requires
a good understanding of both the algorithm and Spark’s pro-
gramming model. The algorithm involves multiple iterations
and updates to centroids and membership values, which must
be efficiently distributed across the Spark cluster. Ensuring
correctness and optimizing performance can be non-trivial.
Spark’s memory management is crucial here; improper con-
figuration or insufficient memory allocation can lead to
out-of-memory errors.

B. FUTURE ENHANCEMENT
Due to the rapid data generation that would result from the
adoption of 5G technologies, a lot of research is needed to
quickly handle big data analytics. Although many research
works have proposed novel designs for clustering methods
that take advantage of Big Data platforms, such as Apache
Spark, which is designed for fast and distributed massive
data processing, and despite the fact that clustering methods
are significantly challenged by the recent massive growth of
data, Spark-based clustering research is still in its infancy.
Fuzzy C-Median using Spark is a powerful tool for pro-
cessing large datasets and performing efficient clustering.
In some situations, the Parallel Fuzzy C-Median Clustering
Algorithm’s efficacy could be increased by combining it with
other machine learning or data mining methods. Subsequent
research endeavours may investigate hybrid methodologies
that optimise the advantages of distinct methods to enhance
clustering efficacy. Future enhancements could focus on
handling streaming data, improving the robustness to noisy
data, incorporating domain knowledge, exploring different
distance measures, and optimizing hyper parameters. These
enhancements would make the algorithm even more effective
and valuable for many real-world applications.
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