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ABSTRACT
Indonesian Sign Language (SIBI) is a vital means of communication for individuals

with hearing impairments. The automatic translation from spoken language to SIBI presents
challenges in accurately predicting sign characters. The information transfer process be-
comes biased when system predictions are incorrect. The current approach lacks accuracy
due to data variations that may lead to character similarities. This research addresses this
issue with an improved method incorporating linguistic features and contextual information.
A novel approach is introduced to enhance SIBI character predictions using the K-Nearest
Neighbor (K-NN) algorithm. The K-NN algorithm is employed to predict the most suit-
able SIBI character based on the similarity of linguistic features between input speech and
existing data. This research compares distance metrics such as Euclidean, Manhattan, and
Chebyshev to determine the optimal number of nearest neighbors (K) for achieving the most
accurate outcomes. Experimental results employing 200 data points per label yielded satis-
factory average predictions for each label. The experiments underscore the effectiveness of
the K-NN model utilizing the Chebyshev distance metric with K=7 on the 200 data labels,
as it provided excellent probability results for each label.
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1. Introduction
Hand sign language is one form of

communication used by people with dis-
abilities, including the deaf, speech im-
paired, blind, and even general people [1].
The use of hand sign language certainly has
variations and different patterns of views
in Indonesia, which has more than 1,300
ethnic groups recorded by the Statistics In-
donesia (Badan Pusat Statistik) in 2010 and
has various regional languages [2]. Thus,
using sign language has different mean-
ings in each usage pattern. However, even
though diversity provides a difference, In-
donesia has a national language, namely
Indonesian, so it can make it easier for
someone to communicate with people from
different cultures. In 1981, several deaf
and blind activists formed the Indonesian
Disabled Lovers Movement (Gerkatin) in
Surabaya [3], which later developed the In-
donesian Sign Language System, known
as Sistem Isyarat Bahasa Indonesia (SIBI)
in Bahasa Indonesia, which was adapted
from ASL American Sign Language [4]
which the Indonesian government then in-
augurated in dated 19 August 2005, use
of Indonesian Sign Language. Both SIBI
and ASL encompass hand signs that corre-
spond to each letter of the alphabet, allow-
ing for fingerspelling. Implementing SIBI
provides support and convenience for peo-
ple with disabilities and ordinary people as
a form of communication. However, de-
spite this, sign language still faces many
challenges in its implementation, some of
which are the lack of public understand-
ing and awareness of the rights of deaf and
blind people and, on the other hand, the
lack of accessibility of information so that
not many people understand the use of SIBI
[5, 6]. Some public facilities already have
graphics and are even specifically for peo-
ple with disabilities [6], so research was

carried out to produce a form of applica-
tion that is easily accessible for individu-
als with smartphones. This technology can
detect sign language with the help of arti-
ficial intelligence, built by several studies.
However, some of them still have low ac-
curacy and high prediction errors because
there are letter signals that have very simi-
lar shapes. This research is similar to dis-
cussing the detection of Indonesian Sign
Language (BISINDO) [7]. Problems in
false detection often occur. Some things
are caused by poor data pre-processing, so
the model has incorrect predictions in its
learning. In addition, similarities between
letters are a challenge in terms of detec-
tion [8]. Therefore, efforts are still needed
to detect the Indonesian language sign sys-
temmore accurately. Henceforth, in this re-
search, we propose a solution using the K-
Nearest Neighbor (K-NN) machine learn-
ing algorithm to tackle these problems. De-
spite the fact that K-NN has several limi-
tations, such as sensitivity to outliers and
poor performance on large datasets [9, 10],
it still stands out because it is simple and
easy to understand. This algorithm does not
require learning, can adapt to changes in
data, can handle imbalanced data, is flexi-
ble in choosing the distancematrix, and per-
forms well on small datasets. This makes it
possible to implement real-time classifica-
tion for SIBI compared to previous meth-
ods.

2. Related Works
Sign Language is an important aspect

for people with hearing and speech impair-
ments. This language makes their commu-
nication easier and more complete. There-
fore, sign language also needs to be learned
easily by people who do not have disabili-
ties in interacting with deaf and speech im-
paired people. The learning process, which
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is quite difficult for people without dis-
abilities, has encouraged the development
of learning using a technological innova-
tion approach to make it easier. One of
these developments is the use of artificial
intelligence technology applied to computer
vision computing to detect sign language
signs using hands.

Designing and implementing this
technology is certainly not an easy thing.
Various researchers have carried out their
findings in stages to achieve perfection, as
done by Ridwan G et al. (2019). Their re-
search applies the Naive Bayes classifica-
tion algorithm to Leap Motion to detect In-
donesian language signs (SIBI). This algo-
rithm works by estimating probability val-
ues for each class of data given, then pre-
dicting a class based on these probability
values. The evaluation results showed an
average accuracy of 96%, but several pre-
diction errors occurred in the letters ”M”,
”N”, and ”O”, as well as the letters ”Z”,
”U”, and ”L”. Prediction errors also oc-
curred on the letters ”J” and ”L”, caused by
input data from Leap Motion not being able
to recognize hidden fingers [9].

Sign language creation methods con-
tinue to develop in the world of artificial
intelligence. This is proven by research
conducted by Afifah, et al. (2021). This
research detects letter features in the In-
donesian Sign Language System (SIBI) us-
ing the chain method. The letter detection
process involves pre-processing, edge de-
tection, image extraction, and letter match-
ing. In the segmentation process, the Man-
hattan distance method is used, followed
by converting the RGB image to grayscale.
Grayscale values are mapped to the image
shape which produces values 1 and 0 to ob-
tain a probability level. The training data
evaluation results show an average accu-
racy of 91% with input in the form of im-

ages [10].
In the following years, sign language

detection continued to develop. Putri, et
al. (2022) conducted a real-time Indonesian
sign language detection study using long
short-term memory (LSTM). The language
model used is Indonesian Sign Language
(BISINDO). The collected data is classi-
fied by LSTM and detection of movement
frames starting from the hands, face and
body using Media Pipe Holistic. This re-
search uses 30 BISINDO sign vocabular-
ies, and the data is labeled with an array
which is then divided into 95% training data
and 5% testing data. The research results
show that testing the first 10 classes using
bidirectional LSTM with 1000 epochs, 64
hidden layers, and batch size 32 produces
an accuracy of 92%. However, testing 30
classes with 2 LSTM layers trained for 500
epochs, 64 hidden layers, and batch size 64
produces an accuracy of 65%, which shows
a decrease in quality [11].

Another research using machine
learning methods in the introduction of
Indonesian Sign Language (SIBI) was
carried out by Imam, et al. (2022). The
models used are Random Forest and Multi-
nomial Logistic Regression. This gesture
recognition detection includes 24 letters,
without the letters ”J” and ”Z” because
the hand signals for these two letters are
dynamic. The Random Forest model has
an average accuracy of 97.19% with a
number of decision trees (trees) of 750.
However, there are several errors in the
letters ”K” and ”R” which have similar
hand signals. In addition, the Multinomial
Logistic Regression model produces an
average accuracy of 95.73%, with some
errors occurring when predicting the letters
”U” and ”V” [12].

Several artificial intelligence devel-
opment models that have been carried out
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still have shortcomings, such as computing
which takes quite a long time when running
in real-time and some letters of the alpha-
bet that cannot be detected properly, so that
the learning process is less than optimal.
Based on this, research related to sign lan-
guage sign detection continues with the de-
velopment of more complex but lightweight
methods to obtain the best model. One
method that has this potential is K-Nearest
Neighbour (K-NN), as researched byRivan,
et al. (2020).

In their research, the process of de-
tecting language signs from American Sign
Language (ASL) for the letters A to Y,
without the letters J and Z, using the K-
Nearest Neighbour (K-NN) classification
method showed the highest accuracy of
around 72%. This K-NNmodel mechanism
utilizes the Histogram of Oriented Gradi-
ents (HOG) to calculate gradient values in
certain areas of an image. Then, the HOG
results are linearized using Linear Discrim-
inant Analysis (LDA) to obtain a matrix.
Test results using Euclidean, Manhattan,
and Chebyshev distance matrices with k
values of 3, 5, 7, 9, and 11 for each distance
show the highest precision, recall, and ac-
curacy values at k=3, k=5, and k =11 [13].

Similar research was also conducted
by Hasma, et al (2022). This research fo-
cuses on recognizing Indonesian gestures
using the SURF and K-Nearest Neighbour
(K-NN) algorithms. The detection carried
out includes Indonesian sign system alpha-
bets (SIBI) and numbers. The test results
with test data show that the value K=7 ob-
tains the highest accuracy of 90%, the value
K=8 obtains the highest accuracy of 88%,
the value K=9 obtains the highest accuracy
of 86%, and the value K=10 obtains the
highest accuracy of 87 .5% [14].

Using the K-NN method to recog-
nize and detect language signs is the right

step. A language sign detection system can
be carried out accurately and efficiently in
real-time in recognizing various language
signs in the world. The results of this re-
search were able to classify and recognize
different hand shapes and colors well. In
addition, the K-NN method for recognizing
language signs has amodel with a high level
of precision and can be developed further
[15, 16].

Therefore, this research is focused
on developing a model for recognizing In-
donesian language signs (SIBI) with ef-
forts to improve the prediction of each let-
ter using the Supervised Learning method,
namely the K-Nearest Neighbour (K-NN)
algorithm. This research compares models
with Euclidean, Manhattan, and Chebyshev
distance metrics to obtain the highest accu-
racy. Data collection was carried out based
on pixel coordinates of 5 important points
on the hand (landmarks) and utilized the
Euclidean formula for recognition of linear
line patterns.

3. SIBI Classification Attributes Sys-
tem

Improved SIBI detection classifica-
tion is realized through a portable physi-
cal system. The system consists of sev-
eral integrated component attributes, in-
cluding electronic components that are ex-
ecuted with programming instructions and
displayed in a GUI application that is pack-
aged with a portable mechanical design that
is easy to operate.

3.1 Electronics design
The electronics are designed to place

the position where each component needs
to be installed. The components required
are HDMI LCD (Liquid Crystal Display),
Raspberry Pi, Keyboard, Mouse, and Cam-
era, whose design is shown in Fig. 1.
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Fig. 1. SIBI electronics design.

The Raspberry Pi 3B is equipped
with an ARM Cortex-A53 Quad Core pro-
cessor with a speed of 1.2 GHz 64-bit, pro-
viding adequate performance to run appli-
cations and light to medium-level comput-
ing tasks. The Raspberry Pi 3B has the low-
est standard in use. It has 1 G.G.B.B. of
RAM and has 4 USB ports, which are con-
nected to the camera, the second port con-
nected to the keyboard, the third port is con-
nected to the mouse, and finally, the last
port is connected to the voltage input from
the LCD and the HDMI port. The Rasp-
berry Pi 3B stores algorithm data and model
results in this project. With the help of the
detection Python library, the detection pro-
gram can be run. Meanwhile, the HDMI
LCD (Liquid Crystal Display) port is the
monitor used to display the display on the
Raspberry Pi in this project. This monitor is
7 inches or around 164.9 mm × 124.2 mm
and is capacitive [17].

3.2 Software and logical design
Software is a collection of instruc-

tions that has a role as a system designer
in building alphabet detection in this fi-
nal project. This is necessary because it
requires components from the Python lan-
guage, which concerns the use of libraries.
The libraries process data, build machine

learning models, and create graphical user
interfaces (GUI).

3.2.1 Library package
The library used in this project is one

of the requirements in developing the In-
donesian Sign System (SIBI) alphabet letter
detectionmodel as well as creating a Graph-
ical User Interface (GUI) display, includ-
ing,

• Python 3.8.12 is one of the choices
for this project because it is one of the
highest versions of Python 3.8 pro-
vided by the Raspberry pi model 3B.
It is also available for use with the
mediapipe library, which Google de-
veloped.

• MediaPipe is an open-source library
developed by Google, and one of the
features of this library is hand detec-
tion. The library is data that utilizes
the ID value of certain points on the
hand.

• Numpy, or what is usually called Nu-
merical Python, is used to convert
Numpy array values to strings in real-
time model testing to display proba-
bility values.

• OpenCV is used in camera usage; be-
sides, it is used to display the hand id
value from MediaPipe.

• Pillow replaces the PIL (Python
Imaging Library) library, which calls
signal images that will be displayed
in the application.

• Scikit Learn is a library that has
several machine-learning algorithms.
This library requires the K-Nearest
Neighbors algorithm used in this
project to produce detection.
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• Pandas is a Python library used for
data analysis and manipulation. In
this project, it is used to display pro-
cessed data to show changes to previ-
ous data.

• Comma Separated Values (CSV) is
one of the libraries in Python. This
library is used to store data in table
form. In this project, this library re-
trieves numerical data, which is au-
tomatically saved in a file in .csv for-
mat.

• Math is a Python library used in the
process of mathematical operations.
In this project, it is used to calculate
the distance between finger IDs using
several mathematical formulas.

• Tkinter is an option for creating
Graphical User Interfaces (GUI).
This library is one of the standard
Python libraries that can provide a
simple appearance for creating appli-
cations and can function.

3.2.2 GUI design
This application design is one of the

supports in testing the model used in this
project. In making the application, the Tk-
inter library from Python is needed to create
several layouts that will display images and
cameras. The application layout design is
shown in Fig. 2.

Fig. 2. SIBI graphical user interface.

The GUI has layout provisions with
a detailed application size of 685 × 345 in
pixel units, a camera size of 250 × 300 in
pixel units, a signal image size of 200 × 198
in pixel units, and the size of the dropdown
list adjust the size of the design according
to the length and width of the camera. The
size is influenced by data collection using
a camera with that resolution. In addition,
other layouts adapt to the size of the win-
dow.

3.3 Mechanical design
The mechanical design designs how

the layout of the electronic components will
be installed using the box as a container.
The following is a design plan for the box
shown in Fig. 3.

Fig. 3. Top view mechanical design.

The front view design shows the
placement of the HDMI LCD, where the top
shows a 5 mm × 5 mm hole used for the
camera cable route, then the side view de-
sign is shown in Fig. 4.

In the edge area, a hole measuring 25
mm x 5mm is used to route the HDMI LCD
cable, mouse, keyboard, and power supply.

4. K-Nearest Neighbor Model
K-NN demonstrates strong consis-

tency properties. As the dataset size be-
comes very large, the error rate of the
two-class K-NN algorithm is assured to be
no more than double the Bayes error rate,
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Fig. 4. Side view mechanical design.

which is the lowest possible error rate based
on the data distribution. Cover and Hart
[18] establish an upper bound error rate for
multi-class k-NN classification, such as

𝑅★ ≤ 𝑅𝐾𝑁𝑁 ≤
(
2 − 𝑀𝑅★

𝑀 − 1

)
, (4.1)

where 𝑅★ represents the Bayes error
rate, which is the minimum possible error
rate, 𝑅𝐾𝑁𝑁 denotes the asymptotic K-NN
error rate, and 𝑀 is the number of classes
in the problem. This bound is considered
tight because both the lower and upper lim-
its can be achieved by some distribution
[19]. When 𝑀 = 2 and the Bayes error rate
𝑅★ approaches zero, this limit simplifies to
no more than twice the Bayes error rate.

The upper bound error rate estab-
lished by Cover and Hart provides predic-
tive reliability and benchmarks for K-NN’s
worst-case scenario. It aids in algorithm se-
lection and guides practitioners on when K-
NNwill perform well. Understanding these
bounds allows for targeted improvements
and optimizations, enhancing the perfor-
mance of K-NN. Additionally, it offers a
solid theoretical foundation, instilling con-
fidence in K-NN’s robustness and consis-
tency across various classification tasks.

The data used in this research is nu-
merical data for detecting signed alphabet
letters using the Indonesian Sign Language
System (SIBI) guidelines [20]. Numerical
data is obtained from reading distance IDs
on fingers. With the help of the MediaPipe
library from Google, hands can be detected
and display 21 hand ID features. Another
reason for using MediaPipe is that hand de-
tection by MediaPipe is the same for the
right hand and left hand, so there is no need
to take 2 data with the right hand and the left
hand. The following hand ID displayed by
one of the features of MediaPipe is shown
in Fig. 5.

Fig. 5. MediaPipe of hand index.

ID[4] is Thumb-Ip, ID[8] is Index-Finger-
Tip, ID[12] is Middle-Finger-Tip, ID[16] is
Ring-Finger-Tip, and ID[21] is Pinky-Tip.

The index is sufficient to represent
the variable value for each alphabet class.
Data retrieval begins with calculations be-
tween the Euclidean formula’s IDs[22].

Euclidean distance =
√
(𝑥1 − 𝑥2)2 + (𝑦1 − 𝑦2)2.

(4.2)
This formula will form a linear line

aimed at pattern recognition and collect data
using a camera window with a ratio of 250
× 300-pixel units [23]. So, the data value
of each variable is very dependent on the
camera’s coordinate point ID. Variable val-
ues will be stored in the .csv file, follow-
ing an example of retrieving numerical data
shown in Fig. 6.

In the camera window, all IDs are
displayed, but the coordinate calculation
only occurs for IDs 4, 8, 12, 16, and 20. The
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Fig. 6. Data labeling.

calculation results will be converted into in-
teger values saved in the .csv file, where re-
trieval will occur. The data processing is
sequentially shown in the following process
flow,

Fig. 7. Data processing.

4.1 Data modelling
Creating a detection model requires

an algorithm for which the author chose to
use K-Nearest Neighbors (K-NN). The K-
NN algorithm is a supervised learning al-
gorithm that requires data with labels [8].
The choice of this algorithm is due to adjust-
ing data with distance calculation proper-
ties. In this research, a comparison of met-
ric distance calculations from introducing
new data patterns was carried out, namely
using Euclidean, Chebyshev, and Manhat-

tan. Comparison of Distance metric search
methods aims to obtain the best standard
feature parameters [24].

Apart from the factor of using dis-
tance metrics, something that needs to be
considered is the large influence of the K
value. The K value is obtained using the
Rule of Thumb technique, where the results
of this technique depend on the number of
classes. This technique considers the num-
ber of 26 classes by rooting them to pro-
duce a value of 5.09. Selecting numbers if
the class value is even, then the K value is
odd so that there are no misunderstandings
in calculating data using distance [25]. The
sequential creation of model data is shown
in the flow diagram in Fig. 8.

K-NNmodeling data starts from data
pre-processing. This stage aims to clean
the data from outlier values and can also
be called data normalization using the Z-
Score method. Then, the next stage of data
training uses the K-Nearest Neighbors (K-
NN) algorithm, where the data training pro-
cess is carried out for each desired K value
and the distance metric that will be used.
Then, the training results produce a model
in the .joblib format, which is better than the
.pkl model or what is often called pickle be-
cause the .joblib model is more efficient in-
memory processing and faster in the model
load process. The detection model results
will be evaluated, and if the model evalua-
tion results are not as expected, the model
will be trained with different K values and
distance metrics.

5. Unit Testing Scenario
System testing is carried out by pro-

cessing the data acquisition results by look-
ing at the part of the value that is out of
scale. The scale value uses the Z-Score
method, where the scale limit value is se-
lected at a maximum of 3 and a minimum
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Fig. 8. K-NN data model.

of -3. The value will be displayed in graphi-
cal form for each label, where the graph will
display outlier values on the Z-score scale.
This process is called pre-processing, which
means the data is processed to be cleaned,
and the cleaned data can be used in creating
models [26]. Pre-processing is carried out
with the help of Microsoft Excel, where the
Z-score method is formulated as follows:

𝑍 =
𝑥 − 𝜇

𝜎
, (5.1)

where 𝑥 is the variable value, 𝜇 is the aver-
age of all data in one variable, and 𝜎 is the
standard deviation. The process of testing
the collected data is shown in Fig. 9

Fig. 9. Data testing schema.

The model results will be tested with
test data to produce model accuracy val-
ues. Apart from that, real-time testing was
also carried out using a camera to detect the
probability results for each label directly.

Fig. 10. Model testing schema.

Themodel testing design was carried out on
ten people, of which five people were male
and five were female.

6. Result and Discussion
6.1 Data generating

The data collected is a collection of
numbers calculated using the Euclidean for-
mula, where numbers are obtained from the
coordinate distance of one index to another.
The use of indexes in this research takes
five indexes on hand using the MediaPipe
library. The hand indices used are 4, 8,
12, 16, 20. Calculating the index distances
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produces four distance features so that data
from the four distances is mapped to a cam-
era resolution of 250 pixels x 300 pixels.

The resulting data will be saved in a
CSV format file with approximately 200 la-
bels per label. One of the results of the la-
beling feature is shown in Table 1.

Table 1. The 4-feature dataset model.

Distance
1

Distance
2

Distance
3

Distance
4 Label

75 33 28 31 A
72 33 28 31 A
75 33 28 31 A
75 23 22 20 A
64 26 24 25 A
65 28 25 25 A

In addition, we also generated label-
ing data for the 5 dataset features. The fifth
feature is duplicated from the last distance
of the 4 dataset features. Therefore, the let-
ter A detection data will have features as in
Table 2.

Table 2. The 5-feature dataset model.

Distance
1

Distance
2

Distance
3

Distance
4 Label

75 33 28 31 A
72 33 28 31 A
75 33 28 31 A
75 23 22 20 A
64 26 24 25 A
65 28 25 25 A

The data that has been collected will
go through a pre-processing process, which
at this stage uses the Z-score as a calculation
of limiting value scales with a maximum
range of 3 and a minimum of -3. Another
method is to look at the graph of the rela-
tionship between variables for each class.
Results that are out of scale or appear as
outliers on the graph will be deleted or re-
placed. The graphic image display is shown
in Fig. 11.

After the pre-processing period, data
testing will be done by dividing the data

Fig. 11. The outlier value of the third variable
of A letter.

concerning data amounts of 50, 100, 150,
and 200. This data variation is used to find
model results that can detect all the alpha-
bets well.

6.2 SIBI data modelling
This research uses numerical data as

training data. Data usage is divided into
four types, namely 50 data per label, 100
data per label, 150 data per label, and 200
data per label. This data has gone through a
pre-processing stage, which is used to look
for outlier values [27]. These values are
numbers that deviate fromwhat they should
be and are detected by using the graphs’
data plot method. Then, trimming the data
using the Z-Score method can eliminate un-
necessary data in the range of 3 to -3. Then,
each piece of data is divided into training
data and test data. The proportion of divi-
sion is 80% training data and 20% training
data without using Cross-Validation in the
division. The distribution of data for each
type of data is explained in Table 3.

Table 3. Data sharing.

Data Total of Data Data Learning Data Test
50 1300 1040 260
100 2600 2080 520
150 3900 3120 780
200 5200 4160 1040
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After the training data, we will en-
ter the data training stage. At this stage,
K-Nearest Neighbors (K-NN) will not train
each data feature but will carry out a lazy
learner process or a process where the fea-
tures in the training data and their labels will
be stored in a model with the .joblib format.
This format is used because it has a dese-
rialization process where if the model file
is used in testing, it will convert the data
back into its original form, so it does not
require a retraining process and is an alter-
native library to pickle which has been op-
timized for storing large data. This stage
uses three distance metrics: Euclidean dis-
tance, Manhattan distance, and Chebyshev
distance. Apart from using these metrics,
this process uses the K value, greatly influ-
encing the model performance results. The
K value used is obtained from the Rule of
Thumb method [10]. The research has 26
classes, which, if using this technique, will
produce a value of 5.09, and as a form of
comparison, this research uses 3 K values ,
which take K=3 and K=7. The data process
was trained nine times on each type of data.
So, using four types of data will produce 36
models.

6.3 Model testing result using data test
The training model will be tested

with test data, where the previous data was
trained 36 times with different distance pa-
rameters and K values. This test pro-
duces accuracy, which indicates how well
the model performs. The following is the
model testing results from a dataset of 4 fea-
tures and 5 features with test data. The ac-
curacy results of each model are displayed
in Tables 4-5.

The accuracy above shows what per-
centage of the model can predict a label as
a whole. The results in the table are influ-
enced by the K value and the use of the dis-

Table 4. The accuracy of the 4 and 5 features
dataset model.

Model
K-NN (Accuracy in %)
4-features 5-features

K E M C E M C

Data 50
3 99 99 99 99 99 99
5 99 99 99 99 98 98
7 98 98 98 98 97 97

Data 100
3 99 99 99 99 99 99
5 98 99 98 99 98 98
7 98 99 98 98 98 99

Data 150
3 99 99 99 98 99 99
5 98 98 98 98 98 98
7 98 98 98 98 98 98

Data 200
3 98 98 98 99 98 98
5 98 98 98 98 98 98
7 97 97 97 97 97 98

Notes: E = Euclidean,M = Manhattan, C = Chebyshev

Table 5. The 50 data per label testing result of
the 4-feature dataset.

K Distance Matrix Results

3
Euclidean • The letters A, M, and R

are difficult to detect.
• The letter H is not detected.

Manhattan • The letters C, E, Q, T, and
U are difficult to detect.

Chebyshev • The letters A and C are
difficult to detect.

5

Euclidean • The letters E and U are
difficult to detect.

Manhattan • The letter A is difficult
to detect.

Chebyshev • The letters C, E, and Q are
difficult to detect.
• The letter A is not
detected.

7

Euclidean • The letters H and G are
difficult to detect.

Manhattan • The letters C, G, H, L,
and U are difficult to detect.
• The letters A, E, and Q are
not detected.

Chebyshev • The letter A is not detected.
• The letters C, E, H, and Q
are difficult to detect.

tancemetric [28]. So, they can be plotted by
following the K value, such as Figs. 12-14
for graphic results using 4 dataset features
and Figs. 15-17 for test results from using
5 dataset features.
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Fig. 12. Graph of 4 feature dataset model with
K=3.

Fig. 13. Graph of 4 feature dataset model with
K=5.

Fig. 14. Graph of 4 feature dataset model with
K=7.

6.4 Real-time testing result
The selection of a good model is de-

termined by real-time testing of the mod-
els when using a camera. Probability met-
rics show how likely the hand signal is true,
ranging from 0% to 100% [29]. This test-
ing aims to select the best model to be used

Fig. 15. Graph of 5 feature dataset model with
K=3.

Fig. 16. Graph of 4 feature dataset model with
K=5.

Fig. 17. Graph of 4 feature dataset model with
K=7.

and applied to the application that has been
designed. Real-time testing carried out sub-
jectively by the author shows the probabil-
ity of each letter shown in Fig. 18.

The test carried out was in the form
of the letter A signal, which in the descrip-
tion shows that the probability of the letter
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Fig. 18. A letter sign detection probability.

Table 6. The 50 data per label testing result of
the 5-feature dataset.

K Distance
Matrix Results

3

Euclidean • The letters A, D, K, and E
are difficult to detect.

Manhattan • The letters H and U are not
detected.
• The letter H is very difficult to
detect.

Chebyshev • The letter H is difficult to detect.

5

Euclidean • The letters A, L, K, and X are
very difficult to detect.

Manhattan • The letter A is difficult to detect.

Chebyshev • The letter H is not detected.
• The letters Q and U are difficult
to detect.

7
Euclidean • The letter H is not detected.
Manhattan • The letters A, E, K, Q, U, and Z

are difficult to detect.
Chebyshev • The letters E, H, J, Q, and Z are

difficult to detect.

A is 71.43% and the letter E is 28.57% from
an accumulation of 100%, whichmeans that
two labels predict the hand signals. How-
ever, the correct prediction results will be
obtained by the label. The one with the
highest score is the letter A. Overall, the
models tested are detailed in the tables that
will be presented. Model testing results are
displayed in Table 5 for 50 data per label
when using a 4-feature dataset and Table 6
when using a 5-feature dataset.

The 50 data per label and 4 dataset
features give poor results in detecting each
label, where, on average, the labels can only
be detected from a very long distance with

Table 7. The 100 data per label testing result of
the 4-feature dataset.

K Distance
Matrix Results

3

Euclidean
• The letters E, H, and L are
difficult to detect.
• The letter U is not detected.

Manhattan
• The letters A, H, Q, and U are
difficult to detect.
• The letter E is not detected.

Chebyshev
• The letter M can detect if the
hand is brought close to the camera.
• The letters C, E, L, Q, and U
are difficult to detect.

5

Euclidean • The letter U is not detected.
• The letter R is difficult to detect

Manhattan • The letter U is not detected.
• The letters E and T are difficult
to detect

Chebyshev • The letter A is not detected.
• The letters C, E, and Q
are difficult to detect

7

Euclidean
• The letters H, K, and G
are difficult to detect.
• The letters H, L, and M can
detect if the hand is brought close
to the camera.

Manhattan
• The letter M can detect if the
hand is brought close to the camera.
• The letter H is difficult to detect

Chebyshev

• The letters T and X are not
detected.
• The letter D is difficult to detect.
• The letter E can detect if the
hand is brought close to the camera.

the camera. Some letters, such as the letter
H, cannot be detected, and many letters are
still very difficult to detect. With 50 data
per label, 5 dataset features, many of which
are still difficult to detect. The letters U and
H were not detected, and many letters could
not be predicted well. The similarity be-
tween the two is that the detection results
for each label will be difficult to find even
though the accuracy of the Data 50 model is
very high. This is due to the minimal vari-
ation in the dataset. Furthermore, the label
prediction results on 100 data per label are
displayed in Tables 7-8.

Data from 100 datasets with 4 fea-
tures shows results that are not much dif-
ferent from data from 50, where some let-
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Table 8. The 100 data per label testing result of
the 5-feature dataset.

K Distance
Matrix Results

3

Euclidean • The letter H often predicts the
letter U.
• The letter R often predicts the
letter U.

Manhattan

• The letter E often predicts the
letter A.
• The letter G often predicts the
letter U.
• The letter Q often predicts the
letter X.
• The letter R often predicts the
letter U.

Chebyshev • The letter H often predicts the
letters U and R.
• The letter R often predicts the
letter U.

5

Euclidean
• The letter A often predicts the
letter E.
• The letter E often predicts the
letter A.
• The letter U is not detected.

Manhattan

• The letter D often predicts the
letter L.
• The letter H often predicts the
letter U.
• The letter J often predicts the
letter I.
• The letter R often predicts the
letter J.

Chebyshev
• The letter D often predicts the
letter L.
• The letter H is difficult to detect.
• The letter Q often predicts the
letters X and U.

7

Euclidean • The letter R is not detected.

Manhattan

• The letter E often predicts the
letter A.
• The letter G often predicts the
letter Q.
• The letter L often predicts the
letter D.
• The letter R is difficult to detect.

Chebyshev
• The letter A often predicts the
letter E.
• The letter D often predicts the
letter L.
• The letters E, G, and Q are
difficult to detect

ters are not detected, and some letters are
only detected at very close distances and
cannot be detected at longer distances. In
the 100 data per label dataset, there are 5
features. This data type has improvements

in that all labels can be detected but with
a low probability value. So, label detection
often occurs in prediction errors with letters
that have similar shapes. Retesting was car-
ried out on 150 data types, and. The results
are listed in Tables 9-10.

Table 9. The 150 data per label testing result of
the 4-feature dataset.

K Distance
Matrix Results

3

Euclidean

• The letters H and M can detect if
the hand is brought close to the
camera.
• The letters D and U are difficult
to detect.

Manhattan • The letter E is difficult to detect.

Chebyshev • The letter Q is difficult to detect.
• The letter U is detected out of
the ideal distance.

5

Euclidean
• The letters M and Q are not
detected.
• The letter H is difficult to detect.

Manhattan • The letter E is not detected.
• The letter R is difficult to detect.

Chebyshev
• The letters A, E, and Q are
difficult to detect.
• The letters R and U are detected
at an ideal distance.

7

Euclidean • The letter E is difficult to detect.

Manhattan
• The letter H can detect if the
hand is brought close to the camera.
• The letter E is difficult to detect.

Chebyshev
• The letters D and E are difficult
to detect.
• The letter U is not detected.

150 data per label dataset with 4-
features shows better results than previous
data types because only one label from the
model is not detected. However, some let-
ters can be detected at close range and can-
not be detected from a distance far enough
from the camera, and some letters still have
difficulty detecting. Then, the results from
testing 150 data on a dataset of 5 features
where this type of data only has three let-
ters with a low probability value. However,
some of these letters are still difficult to de-
tect and tend not to be detected properly.
Some suspects refer to the amount of data
being insufficient or the distribution of data
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Table 10. The 150 data per label testing result
of the 5-feature dataset.

K Distance
Matrix Results

3
Euclidean • The letter R is not detected.

• The letter G is difficult to detect.
Manhattan • The letter R often predicts the

letter U.
Chebyshev • The letter H often predicts the

letters U and R.

5
Euclidean • The letters U and I are difficult to

detect.
Manhattan • The letter E is difficult

to detect.
Chebyshev • The letter R is difficult to detect.

7

Euclidean • The letter R is not detected.

Manhattan • The letter J is not detected.
• The letter R often predicts the
letters U and H.

Chebyshev • The letter R is difficult to detect.

values being uneven so that some points are
not recognized. Then, testing was carried
out on the last type of data, namely 200 data
per label, which was tested with the results
described in Tables 11-12.

Table 11. The 200 data per label testing result
of the 4-feature dataset.

K Distance
Matrix Results

3
Euclidean • The letters A, D, E, L, R, and X

are difficult to detect.

Manhattan • The letters A and R are detected
at an ideal distance.

Chebyshev • The letters A, D, and R are
difficult to detect.

5

Euclidean • The letter U is not detected.

Manhattan • The letters D, E, and Q are
difficult to detect.

Chebyshev
• The letters A and U are not
detected.
• The letters E, H, and X are
difficult to detect.

7
Euclidean • The letters E and Q are

difficult to detect.
Manhattan • The letter Q is not detected.

Chebyshev • The letters D, E, R, and Q are
difficult to detect.

The best model results in predicting
are the features in the model with 4 fea-
tures of the Manhattan dataset with K=3
which includes 200 data points, and the

Table 12. The 200 data per label testing result
of the 5-feature dataset.

K Distance
Matrix Results

3

Euclidean • The letter H often predicts the
letters R and U.

Manhattan

• The letter D often predicts the
letter L.
• The letter H is not detected.
• The letter K often predicts the
letter P.
• The letter T often predicts the
letter Z.
• The letter U often predicts the
letter R.

Chebyshev

• The letter H often predicts the
letter R.
• The letter U is difficult to
detect.
• The letter A often predicts the
letters E and D.

5

Euclidean • The letter H often predicts the
letters R and U.

Manhattan • The letter H is not detected.
• The letter K often predicts the
letter P.

Chebyshev • The letter Z often predicts the
letter X.

7
Euclidean • The letter H often predicts the

letters R and U.

Manhattan • The letter H often predicts the
letters R and U.

Chebyshev • Good detection for all letters

model with 5 features of the Chebyshev
dataset with K=7 which also includes 200
data points. Both models have confusion
matrixmappingwhich is shown in Figs. 19-
20.

Fig. 19. The confusion matrix for Manhattan
with K=3 includes 200 data points.

Based on the test results through the
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Fig. 20. The confusion matrix for Chebyshev
with K=7 includes 200 data points.

variation of features and confusion matrix
obtained, the model with a dataset of 4 fea-
tures and 200 data types did not work well.
However, there is one model that can de-
tect everything well, even though some let-
ters can only be detected from a distance.
Across all data types from 50 to 200, the
Manhattan model with K=3 shows 98% ac-
curacy on 200 data types, making it the best
model on the 4-feature dataset.

On the other hand, the test results dis-
played in the 200 data table with a dataset
of 5 features show that the model can detect
everything from a distance near or far from
the camera, as long as this distance is con-
sidered ideal. However, this model is still
unstable in predicting some letters. Among
all trials from 50 to 200 data types, the K-
NNmodel using the Chebyshev metric with
K=7 on 200 data per label showed the best
results, with a model accuracy of 97%. Al-
though the accuracy of this model is lower
than some othermodels, it can predict labels
correctly and is more stable.

These results also show that using
the K-NN algorithm with a 5-feature model
has better prediction accuracy compared to
previous research which also used other
conventional algorithms. This is proven
through the accuracy comparison shown in
Table 13.

Table 13. Comparison of the related works in
Sign Language.

Method Accuracy
KNN 5-feature model 98%

KNN Using LDA HOG Extraction 72%
Random Forest 97%

Logistic Regression 96%

6.5 Comparison between model and ob-
jective testing

The results of models tested with test
data assess how well the model works in
predicting the labels, but these tests do not
provide a good assessment when applying
the real model. Therefore, it is necessary to
test themodel in real time. The entire model
is being tested directly using the camera.
The real-time test results obtained the best
model from the 4-feature dataset and the 5-
feature dataset, where the two models were
compared to select one as the best model to
be applied to simple applications and tested
on other subjects.

6.5.1 Comparison between 4 and 5
dataset features model

The comparison is carried out subjec-
tively, namely choosing a model from the
results of real-time comparison trials where
the model obtained by the 4-feature dataset
is Manhattan with K=3 includes 200 data
points, and the model obtained by the 5-
feature dataset produces Chebyshev with
K=7 includes 200 data points as the best
model. Real-time test comparison is shown
in Table 14.

The results presented in Table 14 can
be compared through Table 15.

The comparison obtained shows that
Chebyshev obtained the best model from a
dataset of 5 features, where the duplicate
distance feature can trigger stability in pre-
dicting the label.
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Table 14. Comparison of the related works in Sign Language.

Letter Manhattan Chebyshev
True(%) Labelling False(%) True(%) Labelling False(%)

A 100 100
B 100 100
C 100 100
D 100 100
E 100 100
F 100 100
G 100 100
H 66,67 U 33,33 100
I 100 100
J 100 100
K 100 85,71 P 14,29
L 100 100
M 66,67 S 33,33 100
N 100 71,43 U 28,57
O 100 100
P 100 100
Q 100 100
R 100 100
S 100 100
T 100 100
U 100 100
V 100 100
W 100 100
X 100 100
Y 100 100
Z 100 100

Table 15. Comparison between 4 and 5-feature
dataset models.

Comparison 4 Features 5 Features
Data type Data 200 Data 700

Model Manhattan K = 3 Chebyshev
K = 7

Low probability Letter H and M Letters
K and N

Detection Capability All letters All letters
Letters distance
detection

letters A and R
are not detected

All letters
can detect

6.5.2 Objective testing result
This testing involves general peo-

ple as testers of the selected model. This
model was tested on 10 participants, which
showed different probability values. The
results from 5 male and 5 female partici-
pants are presented in Tables 16-17..

In the test results on female subjects,

several labels experienced a decrease in
probability values. Some were even unde-
tectable. Results are influenced by hand
shape, lighting, similar shapes to other let-
ters, and sensitivity of the mediapipe. The
following is a real-time test table with male
subjects.

Testing results on male subjects ex-
perienced things that were not much differ-
ent from testing previous subjects. The re-
sult was related to the same thing, namely,
labels similar to other letters, influenced by
hand shape and the sensitivity of hand de-
tection from the mediapipe library. So, the
hand index has a significant change in de-
tection.
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Table 16. Female hand detection testing result.

Letters F1
(%)

F2
(%)

F3
(%)

F4
(%)

F5
(%)

A 100 100 100 100 71,43
B 100 100 100 100 100
C 100 100 100 100 100
D 85,71 100 71,43 71,43 71,43
E 85,71 71,43 71,43 85,71 57,14
F 100 100 100 100 100
G 100 100 100 100 71,43
H 100 100 100 100 57,14
I 100 100 100 100 100
J 71,43 100 88,71 100 85,71
K 100 71,43 100 100 100
L 71,43 100 100 57,14 71,43
M 100 100 100 71,43 100
N 100 100 100 100 100
O 100 100 100 100 100
P 100 100 100 100 57,14
Q 100 85,71 100 100 100
R 71,43 100 100 71,43 100
S 100 100 100 100 100
T 100 100 100 100 100
U 85,71 100 71,43 100 57,14
V 85,71 100 100 100 100
W 100 100 100 100 100
X 100 71,43 100 No detect 71,43
Y 100 100 100 100 100
Z 100 100 100 100 100

6.6 SIBI performance
The model application is used to help

display letters that match the image dis-
played so that if the hand gesture is different
from the image’s shape, it will give a red in-
dicator, which means the hand gesture does
not match the image displayed. The follow-
ing is an example of a test shown in Fig. 21.

Fig. 21. True detection of the letter A.

The image above shows the test for
the hand signal A, which is shown in the
dropdown list. Selecting the letter A, which

Table 17. Male hand detection testing result.

Letters M1
(%)

M2
(%)

M3
(%)

M4
(%)

M5
(%)

A 57,14 57,14 100 100 85,71
B 100 100 100 100 100
C 100 100 100 100 100
D 57,14 57,14 100 100 100

E 57,14 No
detect 57,14 100 No

detect
F 100 100 100 100 100
G 100 100 100 100 100
H 100 100 100 85,71 71,43
I 100 100 100 100 100
J 100 100 71,43 100 71,43
K 100 100 100 100 100
L 100 100 100 100 85,71
M 100 100 100 100 100
N 100 100 100 100 100
O 100 100 100 100 100
P 100 100 100 100 100
Q 100 100 100 100 85,71
R 71,43 57,14 57,14 85,71 100
S 100 100 100 100 100
T 100 100 100 100 100
U
V 100 100 100 100 100
W 100 100 100 100 100
X
Y 100 100 100 100 100
Z

then displays the image A, so that if the
hand signal detected by the camera is the
letter A, it will display a green indicator. If
it is not appropriate, it will display red. In
addition, it also displays the probability cor-
responding to the signal it detects. Error de-
tection in the system is shown in Fig. 22,
where this image shows the choice of letter
A, but the hand gesture forms the letter B,
which means it does not match the choice
of letter and gesture shown.

Fig. 22. False detection of the letter A.
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7. Conclusion
SIBI produced results in which 4-

feature obtained the best model for 200 data
types, Manhattan distance, and K=3, with
the ability to detect overall. However, the
decreasing probability value for the letters
H and M and A and R can be detected over
a long distance. The 5-feature obtained sta-
ble detection results; they could detect at
the ideal distance even though the proba-
bility value for the letter K and the letter
N decreased, namely the Chebyshev model
with K=7 from 200 data types. So, in con-
clusion, the classification of 5 features ob-
tained better results than the classification
of 4 features. The detection ability of the
5-feature is more stable. After all, it uses
duplicate features where the 4 feature has
the same distance as the 5 features, with the
position of the 5 feature being able to trig-
ger and strengthen stability in letter detec-
tion. Based on comparing real-time detec-
tion tests and observation datasets with sim-
ilar value properties between features.

The model chosen is Chebyshev with
K=7, 200 data types from a dataset of 5
features applied to the GUI, where this ap-
plication makes it easier to carry out tests
on ten people, consisting of five men and
five women. The final test results show
that each label’s probability value depends
on the hand’s shape. Apart from that, other
factors, such as light and the sensitivity of
hand detection by the media pipe library,
greatly influence the probability value of
the character. At first, the model was very
good from the author’s point of view, but
the model could be said to be not good in
certain people’s trials.

Based on the research experience, the
authors gained valuable insights into bal-
ancing accuracy, computational efficiency,
and stability, which are critical factors in the
successful deployment of machine learning

systems in real-world applications.
For future work, we will focus on

enhancing the real-time classification of
SIBI by improving its robustness against
outliers, optimizing performance on larger
datasets, and integrating advanced prepro-
cessing techniques to handle diverse sign
variations more effectively.
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