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 A processor transforms human needs into hardware operations in any SoC. 

The single processor was ubiquitous in previous systems. But as chip size, 

complexity, and speed increase, several processors are used nowadays to 

handle concurrent operations. To manage requests from several processors, a 

central hardware block will conduct the arbitration among the processors and 

allow a processor to access the bus. This paper addresses the multiprocessor 

arbitration in any System on Chip or ASIC. There are several arbitration 

algorithms  available in the realm of technology, and any system can choose a 

specific arbitration to implement in hardware based on its own demands. 

Instead of using one type of arbitration in hardware, this research combined 

and used two schemes and implemented both possibilities in a hardware dual-

mode arbiter system to be used in SoC. The proposed dual-mode arbiter was 

initially hardware modeled using Verilog HDL, then functionalities were 

verified using industry simulator Cadence and Modelsim, and finally 

synthesized and implemented using Xilinx XST EDA tool and FPGA device.   

The AMBA, the industry-standard bus protocol, is being considered for the 

master processors and the proposed dual-mode arbiter to ensure an efficient 

hardware interface and to use with any off-the-shelf macro available for the 

high-tech industry. 
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1. INTRODUCTION 

Previously in industry single processor, be it internal and external, was used with ASIC and processor 

had full access to the decanted data, address, control and status signals. So anytime single processor needed 

access to any targets, it got the control of the bus right away with the grant signal [1]. As the size and complexity 

of various ASICs and SoCs system have grown to very high to coop with the increased number of hardware 

operations. So, industry felt the need to use several processors and thus multiprocessors system emerged [2]. 

In case of multiprocessor hardware system, a central hardware system is needed to allow each processor in the 

system to get control of bus and access the targets. When there are several bus masters trying to access to the 

bus by sending request to read or write data from targeted hardware addresses in ASIC, processor interface 

needs an arbitration scheme to decide which processor will be allowed and get grant signal to get hold of the 

bus to access the targeted area[3]. There are several bus arbitration schemes are used in industry to do the 

arbitration: Fixed Priority, Round Robin and Daisey Chain, etc. Each of this arbitration algorithm has strengths 

and weaknesses, and the system uses specific arbitration schemes based on its industry hardware needs. In 
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fixed priority arbitration is used when master processors have to be given level of priority to access the 

hardware. When higher priority processor issues any request, fixed priority arbitration allows any ongoing read 

or write operation by previously granted processor to finish its operation then issues grant signal to the higher 

priority [4]. The weakness of fixed priority is if higher priority processors keeps send requests, it’ll always get 

priority to have grant signal, thus lower priority processor may not get the grant for long time. To address this 

situation, round robin arbitration scheme considered. In this scheme all requesting processors are given same 

priority level to ensure fairness in bus access. This algorithm is used in industry to ensure that no processor 

goes starving and all get fair access to the bus based on access request. In this research, a priority counter has 

been incorporated to keeps track of bus access by the processors and anytime any processors is allowed to 

access to the bus, its priority level goes to bottom and next requesting processors priority level goes up so that 

it gets its access when its turn arrives[5]. As per current ASIC in industry, once any arbitration is implemented 

in hardware, be it fixed priority or round robin, the system has to stick to that hardware  even though system 

might need other priority algorithm later in hardware to keep up with the system’s changing needs in the 

industry. This limits if hardware needs are changed: either from fixed priority to round robin or round robin to 

fixed priority. In that case whole ASIC hardware needs to be redesigned, verified and implemented. This 

research addresses this limitation of having certain arbitration scheme and gives a solution in hardware 

implementation that offers dual-mode arbitration with both fixed priority and round robin arbitration. This dual 

mode arbitration allows the processor interface to switch from one hardware arbitration scheme to another and 

it can be controlled by setting control register. This gives seamless transition to go for either arbitration scheme 

without going through whole hardware redesign and implementation. 

 

 

2. MULTI PROCESSORS ARBITRATION SCHEME AND SIGNALS IN AMBA BUS PROTOCOL 

Processors use bus interface protocol while they access any targets. There are standard protocols like 

Strong ARM and AMBA. The AMBA AHB is for high-performance, high-clock frequency system modules. 

The AHB acts as the high-performance system backbone bus. AHB supports the efficient connection of 

processors, on-chip memories, and off-chip external memory interfaces with low-power peripheral microcell 

functions [1]. 

 DMA controller, on-chip memory to access slave targets like register, RAM, FIFO, UART, etc. The 

previously single processor was typical to access the hardware. As technology advanced and so did the 

complexity and chip size, using several processors and concurrent access to targets are common nowadays to 

keep up with the operational needs. An interface for multiprocessor access requires an arbitration scheme to 

allow any selected bus master processor to receive the grant access and get control over the bus to perform its 

operation. The arbitration controller hardware resolves the bus master access based on the arbitration mode –

fixed priority or round robin. The block diagram of the arbitration hardware is shown in Figure 1. 

 

 
Figure 1. AMBA Multiprocessor Interconnection in Arbitration 
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In the dual mode arbitration controller, only one processor out of multiple bus master processors can 

get hold of the bus and perform access operation to the targets, be it data read or write, using all the control 

and status signals. When multiple processors assert a bus access request, the arbitration scheme first resolves 

which mode of arbitration the controller will go for – fixed priority or round robin and on the mode of 

arbitration, the state machine performs 

 

2.1.   HCLK (Host us clock) 

AHB system clock HCLK is the high-speed system clock that controls the sequential nature of all the 

requesting bus processors’ access. It goes to all the flip flops in the address path, data path, control signals path, 

and status signal path and provides sequential access and speed of the signal transfer. The external system clock 

generator generates the system clock to drive all the signals in the system. AMBA AHB bus protocol requires 

signal timings to be positive edge-triggered by HCLK. 

 

2.2. HRESETn (Bus Reset Control Signal) 

The system reset signal HRESETn is issued by the reset controller of AHB masters. Its active-low 

resets all flip-flops of the system when its value is 0 and puts all flips of hardware in a known value of 0 in this 

research. A low value of 0 at the HRESETn signal resets all sequential blocks in the system, thus putting all 

state machines in a known state too. Synchronous, i.e., dependent on the clock or asynchronous or independent 

from the clock reset, can be used based on system specification; in this research work, synchronous rest is used.  

 

2.3. HBUSREQx (Bus Request Signal) 

1-bit bus request signal. Bus masters use this signal to tell the processor it needs access to the targeted 

area. Usually, its value is 0. However, when any AMBA bus master processors need the bus to use and access 

any area of SoC, it asserts the request signal by setting the HBUSREQx value to 1. Central arbiter records that 

request signals understand that the processor needs access to the bus and issues a grant signal to the processor 

to access the bus.  

 

2.4. HTRANSx[1:0] (Bus Trusfer Type) 

A 2-bit transfer type signal; This signal indicates the transfer type by the master processor. A  

Each processor x issues a 2-bit signal HTRANSx to indicate its current transfer type. The 2 bits of this signal 

indicate 4 types of bus access: 00 IDLE, 01 for BUSY, 10 for NON-SEQUENTIAL.  11 for SEQUENTIAL. 

 

2.5. HGRANTx (Bus Grant) 

A 1-bit bus grant signal; This HGRANTx signal is specific for every master processor, where x 

indicates processor number. This signal indicates that a particular bus master is granted for its request and can 

now get on the AHB bus to the data transaction. An arbitration system accepts the requests from the processors 

and, based on the arbitration scheme, decides which processor is supposed to get permission to access and 

issues a grant signal to that processor.  

It may take AMBA LOCK and SPLIT transfers into account too. For example, a locked transfer allows a master 

to complete a transfer without allowing other masters to access the bus. Similarly, a SPLIT response issued by 

a SPLIT-capable APB device prevents any master new bus access unless it signals to the arbiter that it is ready 

to complete the transfer [1]. 

 

2.6. HMASTERx[3:0] (Master Number) 

A 4-bit master number signal. This HMASTERx signal, where x denotes the master number, is 

generated by the central arbitration hardware. Any particular value of this signal indicates which master has 

been granted access to the bus and is currently performing a data transfer. 

 

 

3. AHB BUS PROTOCOL IN PROCESSOR ARBITRATION 

When one of several processors issues any request signal, the address decoder uses the processor 

address to create a select target signal for a specific processor to carry out access operation [3][4]. 

 

3.1. Granting Bus Access 

When they are several bus master processors, and all try to get a hold of the bus, the arbiter block 

resolves which processor would get bus access by using its arbitration scheme controller, generates a grant 

signal for that processor, and assigns the bus master number to HMASTER[3:0]. The timing diagram in Fig 2 

shows the activity of the signals, and it explains how the arbiter issues GRANT signal to the processors and 
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allows the bus master to perform read or write operations based on the value of HTRANS as described in 

Figure 2. 

 

 
Figure 2. AMBA BUS Request and Grant Protocol [1][3] 

 

3.2. Handover Bus Between Processors: 

In a multiprocessor system, arbitration needs to be carried out by the arbiter to decide which processor 

is supposed to get access and issue an HGRANT signal for that processor before the last address is sampled 

and generates the GRANT signal for the next requesting processor according to priority as it sends a request 

signal, being served and designed arbitration scheme, which is shown in Figure 3.   

 

 
Figure 3. Bus arbitration and ownership for AMBA Multiprocessor access [5] 

 

3.3. Bus Master Grant Signal 

After getting bus access requests from several processors, the arbiter goes for arbitration scheme as 

per arbitration mode, decides which processor is supposed to get the access based on priority mode and level, 

and asserts HGRANTx to that processor, which allows the corresponding processor to gain control of the bus 

and initiate operation using its address, read/write data and other control signals. 

 

 

4. MULTIPROCESSORS ARBITRATION  SCHEME 

Several types of arbitrations schemes can be used to implement an arbitration system: fixed priority, 

daisy chain, or round-robin. All have their strengths and weakness. All system targets one type of arbitration, 

and hardware implements that in a chip. But this research considers two types of arbitration - fixed priority and 

round-robin to hardware implementation in a chip. It gives the system a better and wider option to address the 

arbitration for its bus master processors. It is implanted using an efficient algorithm for efficient arbitration and 

ensures optimized grant signal generation logic to allow faster hardware access to the processors [5][6]. 
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Figure 4. AMBA bus arbitration scheme 

 

In AMBA bus master operation, processors use HBUSREQ1, HBUSREQ2, and HBUSREQ3. Then 

the system goes for either fixed priority or round robin arbitration based on hardware needs, synchronize 

request signal = s with system clock HCK Arbitration controller receives the bus requests after those are 

sampled then goes for arbitration scheme to resolve the request and issue grant signal. After that, grants signals 

from the state machines are sampled by the system clock again to avoid setup and hold time violations before 

sending it to the allowed bus master processor to get control of the bus.  

For using a grant signal, the arbiter allows the permitted processor to access the bus as long as the processor 

issues one NONSEQ cycle and several SEQ cycles. Arbiter also sets the value of 4 bits HMASTER to indicate 

which master has been granted access to the bus and is currently performing a data transfer so that its address, 

data, and control signals can be forwarded to the targeted access address area. 

 

 

5. HARDWARE of DUAL MODE ARBITER  

As mentioned, the proposed Dual Mode Arbiter in this research work addresses two types of 

arbitration schemes and proposed hardware implementation of a special arbiter which, after getting a request 

from any processor, can resolve the arbitration based on fixed priority arbitration and round robin arbitration. 

The top block of this Dual Mode Arbiter is shown in Figure 5. This arbiter receives bus request signals from 

all the bus master processors and, as per the value or arbiter mode signal, decides the priority of the arbitration 

scheme and uses one of its two significant blocks inside it. It then issues the grant signal accordingly and keeps 

asserting the grant as per transfer types to allow specifically granted processors so it can get control of the 

AMBA bus to send or receive data by that processor [10][11]  

 

 
Figure 5. Top Level Block of AMBA DUAL MODE BUS Arbiter 
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The three bus master processors, M1, M2, and M3, are used in the arbitration scheme. The two-state 

machines control the access to those processors as per a dual mode scheme to either select fixed priority or 

round robin to avoid bus starvation. Two of the most significant signals associated with the state machine are 

the arbitration mode select, bus request, and the type of transfer signals generated by the processors. These 

signals cause all the state machine transitions, be it fixed priority or round robin, allowing three processors to 

access the target areas to perform read or write using an address, data path, and all the control and status signals 

according to the designed AMBA bus protocols [10][11]. 

Whatever the arbiter is – fixed or round robin, it considers the currents state, mode of arbitration, processors’ 

request signals, and AHB transfer type if it’s IDLE, BUSY, NONSEQ, and SEQ types transfer, and decides 

which processor is to be served under a particular mode of arbitration and issues grant signal to one of 

requesting processors to perform its operation, be it hardware read or write data from desired targets[12]. The 

hierarchical block diagram of the dual-mode arbiter is shown below. The top block of the dual mode arbiter 

consists of three major sub-blocks: fixed mode arbiter, Round Robin arbiter, and grant controller, as shown in 

Figure 6.    

The firmware sets the value of a bit in a register that determines the value of the hardware signal 

named arbiter mode, where its value 0 is for fixed priority. The state machine under 0 value of arbiter mode 

signal determines the operations of dual-mode arbitration hardware under fixed priority hardware as per the 

state diagram shown in Figure 7. The controllers have three states, M1_FP, M2_FP, and M3_FP, to cover 

operations of three processors M1, M2, and M3 under fixed priority mode. Simultaneously the state machine 

under value 1 of the arbiter mode signal determines the operations of Dual Mode Arbitration Hardware under 

round robin arbitration hardware as per the state diagram shown in Figure 8. The controller has three states 

M1_RR, M2_RR, and M3_RR to cover operations of three processors M1, M2 and M3 under round robin 

mode of the entire arbitration of the hardware.  

 

 
Figure 6. Block Diagram of Dual Arbitration Scheme 

 

 

6. DUAL MODE ARBITER  BLOCK DESCRIPTION  

Description of three major blocks in Dual Mode Arbiter with input-output signals and controlling 

arbitration schemes are as follows: 

 

6.1. Fixed Mode Arbiter [7][8] 

Hardware module Fixed Mode Arbiter implements the fixed priority arbitration scheme in dual mode 

arbiter. The state machine that controllers this scheme invokes when any of three bus master processors sends 

a bus request by asserting BUSRER1, BUSREQ2 or BUSREQ3 and the arbiter mode signal are low or 0. The 

state machine that controllers this arbitration go thru following four states as per the priority level given to the 

processors: 
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State Machine 

Fixed Mode Arbiter uses a state machine to control processors’ accesses as per fixed priority given to 

each processor in a design specification. First, it receives the HBUSREQx issued by the processors. Then, 

based on the priority and transfer types of a particular processor, M1, M2, or M3, it keeps granting the 

HGRANTx signals to the allowed processor for its read-write access to the targeted device. Then, it sets the 

value of HMSTER, which is used to figure out which address, HREAD, HWRITE, and control signal will get 

control of the bus [7].  

Under research, the state machine in fixed mode arbiter is the main controller for fixed mode 

arbitration in dual mode arbiter. Part of the dual mode arbitration scheme is designed for the multiprocessor 

hardware interface. For example, suppose there is a request from any processor, and the value of the arbitration 

mode selection signal is zero. In that case, hardware enters to fixed mode arbitration scheme, performs the 

arbitration accordingly, and issues a grant signal to allow processor hardware access and length of access. 

States, encoded value, and descriptions are as follows: 

 

 
Figure 7. State transitions of Dual Mode Arbitration under Fixed Priority [7][8] 

 

IDLE (2’b00) 

If there is no request from any processor M1, M2, or M3, the state machine stays in an IDLE state 

without going thru any arbitration and issuing a grant signal to any processor.  

M1_FP (2'b01) 

Processor M1 is given the highest priority in fixed priority mode, and as soon as it issues a request by 

asserting the BUSREQ1 signal, it gets the bus control right away by receiving the HGRANT1 signal as high 

or 1. The state machine operates in this state as long as the master exchanges data with targets by issuing first  

NONSEQ and then several SEQ transfers by controlling the value of the HTRANS_M1 signal from processor 

M1. 

M2_FP (2'b10) 

Processor M2 is given second priority level after M1 and M2. So as soon as processor M2 issues a 

bus access request by asserting BUSREQ2 and for sure there is no bus request from processor M1, the state 

indicates to this state and asserts HGRANT2. It keeps the grant signal high as long as processor M2 issues one 

NONSEQ and several SEQ transfers using the HTRANS_M2 signal.  

M3_FP (2’b11) 

Processor M3 is given the third priority level after M1 and M2. So as soon as processor M3 issues a 

bus access request by asserting BUSREQ3 and there is no request from either processor M1 or M2, the state 

machine goes to M3_FP state and asserts grant signal HGRANT2. It keeps the grant high as long as processor 

M3 issues one NONSEQ and then several SEQ transfer cycles using the HTRANS_M3 signal.  

 

6.2. Round Robin Arbiter [9] 

Hardware module Round Robin Arbiter implements round robin arbitration scheme in dual mode 

arbiter. The state machine that controls this scheme invokes when any of three bus master processors send a 
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bus request by asserting BUSRER1, BUSREQ2, or BUSREQ3 and the arbiter mode signal is high or 1. The 

state machine that controls Round-Robin arbitration goes through the following four states to ensure fairness 

in bus access among all three processors, M1, M2, and M2, and ensure no processor stops from accessing the 

bus. State names, encoding and   

 

State Machine 

Round Robin Arbiter uses a state machine to control processors’ accesses as per the round-robin 

arbitration scheme. First, it receives the HBUSREQx issued by the processors. Then, based on the priority and 

transfer types of a particular processor, M1, M2, or M3, it keeps granting the HGRANTx signals to the allowed 

processor for its read-write access to the targeted device. Finally, it sets the value of HMSTER, which is used 

to figure out which address, HREAD, HWRITE, and control signal will get control of the bus [7][8].  

Under research, the state machine in fixed mode arbiter is the main controller for fixed mode arbitration in dual 

mode arbiter. The part of the dual mode arbitration scheme is designed for the multiprocessor hardware 

interface. For example, suppose there is a request from any processor, and the value of the arbitration mode 

selection signal is zero. In that case, hardware enters to fixed mode arbitration scheme, performs the arbitration 

accordingly, and issues a grant signal to allow processor hardware access and length of access. States, encoded 

value and descriptions are as follows [9]. 

 

 
Figure 8. State transitions of Dual Mode Arbitration under Round Robin [9] 

 

This state machine has three 2-bit priority counters for each processor. It keeps track of when each 

processor is served its request and adjusts the priority level based on the counter instead of fixed priority 

arbitration, the value not fixed.  

IDLE (2’b00) 

If there is no request from any bus master processor M1, M2 or M3, the state machine stays in the 

IDLE state without going thru any arbitration and issuing a grant signal to any processor.  

M1_RR (2'b01) 

Processor M1 issues the BUSREQ1 signal, and the state machine goes to this state. If the value of its 

priority counter is 11, it gets grants grant signal HGRANT1 high to access the bus. State machines stay in this 

state as long as the master processor transfers data by issuing one NONSEQ and several SEQ transfers using 

the HTRANS_M1 signal. Otherwise, it checks the processor request and its priority counter value and goes to 

the states to serve the next processor with the request and priority counter value of 11.  

M2_RR (2'b10) 

When processor M2 issues the BUSREQ1 signal, the state machine goes to this state. If the value of 

requesting processor’s priority counter is 11, it sets grant signal HGRANT2 high to allow processor access to 

the bus. State machines stay in this state as long as processor 2 transfers data by issuing one NONSEQ and 

several SEQ transfers using the HTRANS_M2 signal. Otherwise, it checks other processors’ requests and 

priority counter values and goes to the states to serve the next processor with a request and priority counter 

value of 11.  
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M3_RR (2’b11) 

Processor M3 issues the BUSREQ3 signal, and the state machine goes to this state. If the value of its 

priority counter is 11, it sets the grant signal HGRANT3 high to allow processor 3 access to the bus. State 

machines stay in this state as long as processor 3 transfers data by issuing one NONSEQ and several SEQ 

transfers using the HTRANS_M3 signal. Otherwise, it checks other processors’ requests and priority counter 

value to go to the required states to serve the next processor with a request, and the priority counter value is 

11.  

 

 

7. SIMULATION AND DISCUSSION 

7.1. Simulation Algorithm 

The simulation algorithm of this research work is to determine appropriate  master processor gets the 

grant signal according to arbitration scheme in  dual mode arbiter and is allowed to access to the target device 

area, be it register, FIFO, UART, PCI bus, or Fiber Channel Network link port. The AMBA Bus Functional 

Model (BFM) M1, M2, and M3 are used to carry out the simulation of this research work’s proposed Dual 

Mode Arbiter. All three processors send bus access request both simultaneously or one in all possible sequences 

and orders. After receiving one or multiple requests from one processor or multiple processors, hardware 

modeled in this research work hardware will trigger its arbitration scheme controller and based on the 

arbitration mode set in the control register, fixed or round robin, Dual Mode Arbiter is to decide which 

processor is to get the grant signal to get on the AMBA BUS and access target device. Hardware must also 

assign the vale value of the bus master signal so that address and control signals of the granted signal are used 

to access the targets. All participation hardware signals from processors and the proposed dual-mode arbiter 

would be displayed in text form generated by the simulator or as a timing diagram in waveform viewer. The 

complete simulation will be carried out for several cycles of processor requests from all three processors 

concurrently in the research work’s possible sequences, orders, and arbitration schemes.  

The simulation algorithm planned to simulate the hardware under research has been implemented in 

Test Bench and shown in the block diagram as follows:   

 

 
Figure 9. Simulation Test Bench Environment 

 

7.2. Functional Simulation Result 

With all this research’s ideas, findings, and features, the proposed dual-mode arbiter has been 

hardware-modeled using Verilog HDL. Then testbench was created to verify the HDL model of the dual-mode 

arbiter. Then simulation is carried out using both Modelsim and Cadence simulators to ensure the arbiter’s 

correctness and justify the hardware functions of the research work. Figure 8 and Figure 9 show the simulation 

result of dual-mode arbiter under both arbitration schemes: fixed mode with arbiter mode signal value 0 and 

round robin with arbiter mode signal value 1. Furthermore, the simulation shows all the bus masters tried to 

access the bus by the corresponding bus request signal created in the test bench, and grants were provided by 

the dual mode arbiter, considering both arbitration schemes in Figure 10-11a. 
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Figure 10. Full Simulation of Dual Mode Arbitration participating 3 processors 

 

 
Figure 11.  Arbitration of 3 processors under Fixed Mode at mode signal 0 

 

 
Figure 11. Arbitration of 3 processors under Round Robin Mode at mode signal 
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8. HARDWARE SYNTHESIS AND IMPLEMENTATION 

The Verilog hardware model of this research work has been synthesized by Xilinx’s XST, targeting 

its FPGA device XA9572XL-15-VQ44. Figure 12 shows the synthesis report summary and the hardware usage 

in the targeted FPGA device.  

 

 
Figure 12. Synthesis Summary Report 

 

Figure 13 shows the top-level block with all the input and output signals after the synthesis.  

 

 
Figure 13. Top Block of Dual Mode Arbiter after synthesis 

 

Figure 14 shows the hierarchical detail schematic of the Dual Mode Arbiter after synthesis. The 

detailed schematic shows all the major blocks inside the top block, which includes the Fixed Mode arbiter, 

Round Robin Arbiter, Grant Controller, and the rest of the glue logic.  
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Figure 14. Hierarchical Schematic Diagram of Dual Mode Arbiter. 

 

Post synthesis detailed internal schematic of sub-blocks Fixed Mode arbiter, Round Robin Arbiter 

have been shown in Figure 15 and Figure 16. 

 

 
Figure 15. Schematic of Sub Block Fixed Mode Arbiter 

 

 
Figure 16. Schematic of Sub Block Round Robin Arbiter 
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9. CONCLUSION 

As opposed to a single processor interface in SoC, a multiprocessor hardware interface in SoC is a 

critical need in current technology to keep up with the vast size and complexity of high-speed chips nowadays. 

AMBA protocol is an industry-standard bus protocol popularly used in modern chips. Also, for efficient access 

to targets and based on the system’s need to manage several processors’ access to target devices, an efficient 

arbitration scheme is a critically necessary hardware to implement system hardware. Single-mode arbitration 

implements one arbitration scheme in hardware, and the chip has to stick to it still. Even modern system 

requires flexibility to use different arbitration scheme too. The dual mode arbiter of this research work and 

hardware implementation gives the system the hardware option to go for two types of arbitration in the chip as 

per system need. This research is designed and modeled using Verilog HDL hardware modeling methodology, 

simulated using both Modelsim and Cadence EDA simulator, and finally synthesized and implemented in 

Xilinx FPGA device. For better speed, power, and area, this hardware can be fabricated in ASIC or SoC in the 

future at a foundry.   
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