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Abstract
Epilepsy is a disorder that interferes with regular brain activity and can
occasionally cause seizures, odd sensations, and momentary unconsciousness.
Epilepsy is frequently diagnosed using electroencephalograph (EEG) records,
although conventional analysis is subjective and prone to error. The dynamic
and non-stationary nature of EEG structure restricted the performance of Deep
Learning (DL) approaches used in earlier work to improve EEG classification.
Our multi-channel EEG classification model, dubbed LConvNet in this paper,
combines Convolutional Neural Networks (CNN) for extracting spatial features
and Long Short-Term Memory (LSTM) for identifying temporal dependencies.
To discriminate between epileptic and healthy EEG signals, the model is trained
using open-source secondary EEG data from Temple University Hospital (TUH).
Our model outperformed other EEG classification models employed in compa-
rable tasks, such as EEGNet, DeepConvNet, and ShallowConvNet, which had
accuracy rates of 86%, 96%, and 78%, respectively. Our model attained an amaz-
ing accuracy rate of 97%. During additional testing, our model also displayed
excellent performance in trainability, scalability, and parameter efficiency.
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1 INTRODUCTION

Epilepsy is a momentary disruption in the brain’s regular function, frequently causing convulsions or other strange
sensations, and on rare occasions, it can cause unconsciousness.

An electroencephalography (EEG) test, which includes placing metal electrodes on or within the skull to detect electri-
cal pulses corresponding to brain functions, is used to diagnose the disorder. In contrast to amplitude, which is measured
in microvolts, an EEG test records the brain’s rhythm as continuous electrical wave frequencies across time, measured
in seconds (Hertz). Epileptiform activity, or the appearance of distinct rhythmic waves with particular morphologies, is a
sign that someone may have epilepsy.1

Traditional EEG interpretation relies on expert human judgment, which is subject to bias and can result in incorrect
diagnosis. In the United States of America, misdiagnosis occurs in about 30% of patients who visit specialized epilepsy
clinics.2 Additionally, because EEG examinations are time-limited, the results of future tests cannot be reversed, which
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worsens the effects of misdiagnosis. This has spurred interest in applying Deep Learning (DL) approaches for epilepsy
monitoring, detection, and prediction.

DL Sequence models such as RNNs, LSTM, GRU, and Transformer Networks gained popularity for language modeling
due to their ability to analyze time series data. These models translate each word in a sequence to a token, learn context
information, and perform mapping to a low-level fixed-length vector space. Because it might be confusing to decide which
tokens to use, representing continuous time series data like EEG can be difficult. Researchers have tried to solve this
problem by learning relevant temporal features for EEG representation using segmented windows, scalograms sequence,
spectrograms, and motifs in time series mining, but this still fails when interesting pattern lies hidden within common
patterns in the sequence.3–5 Moreover, Sequence models lack the capability for good generalization for spatial information
inherited within EEG data.

Due to its capacity to learn spatial information, convolution neural network (CNN) was initially developed for com-
puter vision; however, more recent research has made it possible to use CNN to classify several data types. CNN has been
applied to EEG signal processing to learn spatial features, which are properties of various EEG signals in classification
tasks.

This paper provides a methodology to improve EEG classification by combining a CNN model with an RNN-based
sequence modeling technique like LSTM. With the help of CNN’s ability to extract spatial patterns and LSTM’s ability to
recognize temporal dynamics, it is intended to improve the classification performance of EEG tasks.

While the suggested method outperforms current DL techniques in comparable classification tasks, it is crucial to
recognize the accomplishments of particular methods in Complex Science, that have demonstrated outstanding results
in epileptiform discharge analysis and classification, frequently achieving nearly perfect accuracies by emphasizing
interpretability over black-box methodologies.6–8

1.1 Contribution of the study

This study makes a contribution to the fields of Brain-Computer Interactions (BCI) and Signal Processing by proposing
the LConvNet Model, a novel approach that combines the strengths of recurrent neural network (RNN) based sequence
modeling techniques, such as Long Short-Term Memory (LSTM), and convolution operation. By leveraging LSTM’s ability
to capture temporal dynamics and Convolutional Neural Network (CNN) capability to detect spatial patterns. The pro-
posed method proved successful in enhancing EEG classification by outperforming existing models developed for similar
EEG classification tasks.

2 RELATED WORK

2.1 EEG brain rhythms and epileptiform

An epileptic seizure, is a temporary occurrence of abnormal excessive brain activity, causing an imbalance of excitatory
and inhibitory forces.9 It can either be focal or generalized, with symptoms such as loss of consciousness, uncontrolled
movement, and unusual sensations. Focal seizures are caused by abnormal activities in a specific part of the brain and
are further classified as simple or complex partial seizures, whereas, Generalized seizures affect the entire brain and can
be categorized into Tonic, Atonic, Clonic, Myoclonic, and Tonic–Clonic (Convulsive) seizures.10,11

The primary test for detecting epilepsy is Electroencephalography (EEG). EEG records electrical activities in the brain
using metal electrode discs and presents the data as signals.12 In a normal brain, EEG readings show four different pat-
terns; Alpha waves (8–12 Hz) are seen in an inattentive brain, drowsiness; Beta waves (12–35 Hz) depict an alert brain;
Delta waves (1–5 Hz) are common in childhood during waking up and in adults mostly in sleep. Theta waves (4–8 Hz)
are witnessed in children below the age of 5 years.11 Several EEG morphologies may suggest non-epileptic brain rhythms
which may suggest abnormal cerebral functions without specific etiology, yet others are noises commonly known as
artifacts.

Epileptiform activities are brain rhythm abnormalities that could be associated with seizures but usually require clin-
ical correlation.6 Misdiagnosis of epilepsy can have severe consequences since the EEG test is time-bound, subsequent
tests cannot reverse the previous one.
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2.2 Signals preprocessing and representation

Due to their nonstationary and nondeterministic nature, biosignals like the EEG require complicated analysis.13,14

Thorough signal preprocessing is essential to enhance the performance of DL models during training. A number of pre-
processing methods have been proposed, depending on the task and desired outcome. These methods include the use
of hybrid feature extraction algorithms,15 independent component analysis,16 Fast Fourier Transform,17 discrete wavelet
transform,18 eigenvector,19 and autoregressive methods.20

Studies utilizing various models to evaluate EEG data have been conducted as a result of advancements in DL
techniques in order to understand better the temporal and state dynamics of the brain.21–23 DL algorithms must rely
on numerical operations to represent data since they are unable to process high-level language. The generality of
Sequence-to-Sequence models for use in Natural Language Processing was boosted by tokenization techniques like word
embedding.24

Due to tokenization’s ambiguity, representing EEG signals is difficult.25 This issue has been addressed by transforming
raw signals into meaningful representations that can be applied to activities farther down the line.26,27 CNN has estab-
lished itself as a respectable rival19 in one-dimensional tasks like audio, text, and time series analysis. Certain CNN-based
models have shown promise in extracting useful feature representation based on distinguishing features of input signals
in Brain-Computer Interface (BCI) challenges.28,29

2.3 Classification of EEG signals

Earlier techniques used for EEG signal classification relied on raw time-domain EEG data manipulation with traditional
statistical methods such as mean, standard deviation, probability, and normal distribution.30,31 Frequency Domain tech-
niques such as power spectral density and spectral entropy improved classification tasks by leveraging spatially mapping
EEG features from different frequency bands.32,33 Frequency Domain Features yield a richer representation of EEG signals
by extracting more relevant latent features from its spatial space, however, fail in the representation of temporal informa-
tion. With the advancement of Deep Learning (DL), various architectures such as CNN and RNN have been proposed for
EEG classification. These have demonstrated high accuracy in classifying EEG signals for various applications.34

For further improvement, some studies proposed hybrid approaches that combine multiple techniques and algorithms
such as a combination of time-domain and frequency-domain features, hybrid, and even ensemble algorithms to achieve
better performance.35 However, despite many examples of impressive progress, there is still much room for improvement
and research in this field to develop more accurate and efficient EEG classification methods.

Shallow Convolution Networks (ShallowConvNets), a subtype of CNN architecture, are deployable on mobile and
embedded devices and are computationally efficient since they execute image classification tasks with fewer layers and
minimal filters.36 Other applications involving EEG decoding and classification tasks have also been used with Shal-
lowConvNets.37,38 On the other hand, Deep Convolution Neural Networks (DeepConvNets) architecture has achieved
outstanding results in computer vision applications, such as image classification, object recognition, and segmentation.
UNet39 and InceptionNet40 are two notables DeepConvNets. Unlike ShallowConvNets, DeepConvNets are characterized
by a large number of convolution layers which enable them to learn a hierarchical representation of the input data with
much finer detail.

The majority of CNN architectures for evaluating image data share a typical structure of inputs, kernels, pooling layers,
and output (feature maps). CNN’s performance is constrained when dealing with time series signals, such as EEG, due to:

i. Particularities of EEG data: Images are spatially structured but EEG signals are time series, making it challenging to
extract relevant features.

ii. High noise-to-signal ratio: EEG data are frequently tainted with different kinds of physiological and environmental
noise, and artifacts, making it challenging for CNN to discern between different patterns.

iii. Temporal Dynamics of EEG Records: Since neural activities change quickly over time, convolution techniques have
a difficult time capturing the temporal dynamics of EEG signals.

While applying CNN to EEG data, researchers have discovered techniques to mitigate the limitations noted, such as
preprocessing EEG data to pixel images or spectrograms for convolution. Such representations, however, omit temporal
information that is crucial for classification. Recent studies in the field of Brain-Computer Interface (BCI) have shown
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that various convolutional techniques can make it possible to extract a variety of significant EEG features. Excellent
findings were found when EEGNet41 evaluated the roles of separable convolution networks for the spatial mapping of EEG
properties. Additionally, others looked into the effects of design architectural decisions, training strategies for shallow and
deep convolution networks, and the application of machine learning techniques like batch-normalization and exponential
linear units on the decoding accuracy of EEG signals.42 They found that their study outperformed commonly used spectral
power modulation EEG techniques.

In this study, we propose the LConvNet multi-channel EEG classification model, which combines CNN and LSTM
features for the classification of EEG data. While CNN learns spatial properties, LSTM acquires and analyzes long-term
dependencies from the temporal EEG data in conjunction with the Time-Distributed dense layers. After that, a global
average pooling layer is used to condense the learned features from the input tensor into a fixed-length vector, which is
then concatenated to the CNN-LSTM outputs for a more in-depth representation of the spatial and temporal data. We
have shown that our hybrid model outperforms other EEG classification models, including EEGNet,41 ShallowConvNet,
and DeepConvNet,42 in terms of performance, scalability, and efficiency. To the best of the authors’ knowledge, this is the
first implementation of LSTM-CNN in the binary classification of multichannel EEG data.

3 MATERIALS AND TOOLS

3.1 Experimental setup

Data access from the TUH database were done through the MobaXterm toolbox for remote computing. Data were saved in
EDF format. Visualization, preprocessing, feature extraction, and classification were implemented through Python pro-
gramming, MNE version 1.2.2 environment, with TensorFlow and Keras platforms. The machine components consisted
of Paperspace Gradient IDE, NVIDIA A4000 Graphics, 45 GB storage space, and 8CPU/16GPU RAM.

3.2 Dataset and preprocessing

This research utilizes the TUEP (TUH EEG Epilepsy Corpus) v2.0.0, an open-source dataset. All procedures related to
this dataset adhere to principles outlined in the Declaration of Helsinki and are compliant with HIPAA Privacy rule.43

The EEG dataset is categorized into two groups: Epilepsy and Non-Epilepsy, based on criteria including clinical history,
medication usage, and features associated with epilepsy.43 The dataset comprises records with differing durations in sec-
onds, various sampling frequencies, and a variable number of channels, with a minimum of 25 channels, all stored in
EDF format. For the purpose of this study, the EEG data was organized into two classes, consisting of 49 sessions with
epilepsy and 49 sessions without epilepsy (considered healthy), each exhibiting diverse durations, sampling frequencies,
and channel configurations.

During preprocessing, all EEG channels were set to average reference (Y ) to enable ease in approximation by obtaining
the difference between the electric potential of input signal x in its location and the average of all channels (mean) as
represented by Equation (1).

Y (t) = xi(t) −mean
(

x1(t), x2(t), … , xn(t)
)

(1)

This was followed by resampling at the rate of 128 Hz for the purpose of improving quality and reliability using
Equation (2), where x is the original data, i is the index of the sample, y is the output resampled data, r is the ratio of the
new sampling rate to the original sampling rate, and the round function approximates to the nearest integer.

y[i] = x[round(i ∗ r)] (2)

Then, using MNE’s Finite Impulse Response11 to selectively pass frequencies within a certain band, we apply
band-pass filtering for noise reduction and artifact correction. The application of Independent Component Analysis (ICA)
to achieve the same, particularly in the removal of eye movement artifacts, yielded no further improvement in the context
of this study. Additionally, for homogeneity, all data were chopped between 0 and 200 s.
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Non-EEG signals like photic and electrocardiogram (ECG), which are utilized to provoke seizures and measure pulses,
were eliminated. In order to improve the data’s readability by identifying certain events or stimuli within the signals.

Data were then segmented into fixed equal duration epochs of 2 s each with an overlap of 1 s to allow a smoother tran-
sition between epochs. This process is represented by Equation (3); where x represents continuous EEG data, i represents
the index of the epoch or window, N represents the length or duration of each epoch or window and n represents the
index of the sample within each epoch or window. This resulted in 200 epochs for each EEG subject.

yi[n] = x[i ∗ (N − overlap) + n] (3)

Further, Principal Component Analysis (PCA) was applied for dimensionality reduction at a standard 25 signal com-
ponents. The PCA operation is expressed in Equation 4; where X is the input signal’s matrix, U is the matrix of principal
components, S is the diagonal matrix containing squared singular values representing the variance explained by each
principal component and V T is the matrix of loadings.

X = USV T (4)

The EEG data have variable numbers of input channels, with a minimum of 25 channels, as was described in the prior
section. We decided to keep 25 PCA components in order to accurately capture important data points. The conclusion is
supported by the fact that when compared to different numbers of components, a Cumulative Explained Variance Ratio
(CEVR) exceeding 90% is attained by summing the squared singular values and dividing by the total sum of squared singu-
lar values using 25 PCA components as illustrated in Figure 1. This high CEVR shows that these components successfully
retain the majority of the important information found in the original data. Additionally, the choice of components helped
avoid overfitting in the later stages of model training.

The preprocessing steps resulted in the creation of 200 epochs for each EEG subject, with each epoch lasting approxi-
mately 2 s. This means there were a total of 9800 epochs for each of the epileptic and healthy classes. Subsequently, these
epochs were converted into 3D arrays for further analysis. Figure 2 shows a sample of unprocessed EEG data (labeled as
A) from the epileptic class, along with its output (labeled as B) after undergoing the preprocessing steps.

3.3 Architecture of the LConvNet model

Our LConvNet model constitutes CNN and LSTM components for extraction of spatial features and temporal dependen-
cies respectively from preprocessed EEG data for the purpose of performing binary classification of epilepsy and healthy
classes.

F I G U R E 1 PCA explained variance (PCA EV) for EEG data: This figure illustrates the principal component analysis (PCA) explained
variance (PCA EV) for EEG (Electroencephalogram) data. The chart showcases the contribution of each principal component to the overall
variance in the EEG dataset. PCA is a statistical technique commonly used for dimensionality reduction, and the Explained Variance
provides insights into how much information is retained by each principal component.
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F I G U R E 2 EEG record. (A) Raw data, (B) Preprocessed data: This figure shows a sample of unprocessed EEG data (labeled as A) from
the epileptic class, along with its output (labeled as B) after undergoing the preprocessing steps.

3.3.1 CNN component

The CNN component takes EEG epochs converted to 3D input tensor X of shape (ntimesteps, nchannels, nsamples) where
ntimesteps refers to the number of EEG time-steps, nchannels is the number of EEG channels and nsamples refers to the
number of EEG samples derived from the previous preprocessing steps, where X = {x1, x2 … xn}. We derive spatial rich
feature maps using three convolution layers with incrementing filter sizes (16, 32, 64) and kernels (3× 3, 5× 5, 7× 7).

We increment convolution filters to allow capturing features from high temporal resolution inherited in varied sam-
pling frequencies as applied during preprocessing, this proved effective in similar tasks,41 in addition, this enables the
model to capture input patterns at different scales. Smaller filters such as 16, capture finer frequency details and edges,
whereas larger filters such as 64 capture more global patterns and structures. Kernels in CNN determine the receptive
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field. Hence, the combination of filters and kernels used in this study’s model is designed not only to capture data at dif-
ferent scales but, subsequently, to allow the model to learn representations that are robust to variation in the input. The
CNN component operation used in this study is described in Figure 3.

The CNN operation is expressed in Equation (5) where x is the input matrix derived from previous preprocessing steps;
M = {m1,m2,m3 … mn} is the output feature map; f is a ReLU non-linearity activation function; Asterix (∗)denotes
convolution operation between w and x, this operation generates convolved output (feature maps) that accentuates certain
pattern in the data aiding in the extraction of meaningful features; w and b are learned vectors representing convolution
kernels (weights) and bias respectively, adjusted during backpropagation; N is the total number of feature maps;

∑N
i=1

represents the summation of all N individual convolved feature maps. Dropout operation is applied to reduce overfitting
while max pooling to maintain the spatial dimension.

M = f

( N∑

i=1
∗ (w, x) + b

)

(5)

By running the output feature Map M through a Time Distributed Flatten Layer, it is transformed into a 2D format
that spans many time-steps. Additionally, the flattened M vector is subjected to a Time Distributed Dense Layer (TDDL)
with 64 units using Equation (6), where Yt represents output at time step t of the TDDL, f is the activation function, w is
the TDDL’s weight matrix, (∗) is the multiplication operation, xt is the input at time-step t and bi is the bias vector.

Yt = f (w ∗ xt + b) (6)

TDDL allows individual processing of sequential data at each time-step using shared weights and biases, effectively
capturing temporal dependencies.

3.3.2 LSTM component

The application of LSTM in this study is to enhance subsequent classification tasks by complementing CNN spatial fea-
tures with EEG temporal dependencies. The input Y derived from previous convolution and time distribution operations
is split into 64 LSTM time steps denoted by t, we find 64 to produce the best results. At each timestep t, the LSTM layer
takes two inputs: the current input vector x(t)and the previously hidden state 𝛼(t − 1). Using these inputs, it computes
three gates – the forget gate, the update gate, and the candidate memory. Equation (7) depicts the computation of the
unidirectional LSTM layer as is applicable to our model.

fr(t) = 𝜎
(

Wf [𝛼(t − 1), x(t)] + bf
)

ur(t) = 𝜎(Wu[𝛼(t − 1), x(t)] + bu)

F I G U R E 3 CNN component operations: This figure shows the CNN component operation as used in this study.
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c̃(t) = tanh
(

Wc[𝛼(t−1),x(t)] + bc
)

c(t) = fr(t) ⊙ c(t − 1) + ur(t) ⊙ c̃(t)

or(t) = 𝜎
(

Wo[𝛼(t−1),x(t)] + bo
)

𝛼(t) = or(t) ⊙ tanh(c(t)) (7)

where fr(t) is the forget gate, ur(t) is the update gate, c̃(t) is the candidate memory, c(t) is the new memory, or(t) is the output
gate, 𝛼(t) is the hidden state, Wi, and bi are corresponding weight matrix and bias vector, respectively.

3.3.3 Concatenation

Subsequently, the input tensor X from preprocessing operations is passed to 1D Global Average Pooling Layer along the
time axis to obtain an average of each feature across the time dimension as expressed in Equation (8).

Pi =
( 1

T

)
∗

( T∑

t=1
Xit

)

(8)

The resulting vector Pi represents the ith feature of the tensor P. T is the sequence length in the input tensor X .
Xit denotes the value of the ith feature at time step t in the input tensor X . P is of the same shape as the hidden state
𝛼(t) calculated previously by the LSTM operation. Besides producing informative information pertaining to input data,
we discovered that, in addition, the global average pooling operation helped in inhibiting overfitting by reducing spatial
dimensions of the input, hence introducing a form of regularization. The output tensor P is then concatenated with hidden
state 𝛼(t) from the LSTM to produce tensor C as expressed in Equation (9).

C = (𝛼(t)&P) (9)

This step allows the spatial features captured by the CNN component to be combined with the temporal dependencies
captured by the LSTM component.

3.3.4 Dense neural network

The resulting concatenated Tensor is passed through a final dense neural network with a sigmoid function for binary
classification. The dense layer operation is expressed in Equation (10)

Y = 𝜎(w ∗ C + b) (10)

where Y is a 2-dimension output matrix representing binary classes (healthy, epileptic), 𝜎 is a sigmoid activation function,
w is a 3-dimension weight matrix of shape= (nlstmunits, nchannels, nclasses), C is a 2-dimension concatenation result
of the CNN-LSTM components output and output from the global average pooling layer, while b is a 1-dimension vector
of shape= (nclasses). Multiplication operation (*) between w and C is achieved through broadcasting. Figure 4 shows the
architecture of our LConvNet model as described in this section.

The model is compiled using Adam optimizer with a learning rate r = 1 × 10−4, this value was found to give a good
balance between training speed and convergence stability after experimentation and hyperparameter tuning. We fur-
ther deploy binary cross entropy loss function 𝓁 as shown in Equation (11). Where y is the actual classification for an
observation and p the predicted observation.

𝓁 = −(y log(p) + (1 − y) log(1 − p)) (11)
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F I G U R E 4 The architecture of LConvNet Model: Shows the architecture of our LConvNet model as described in the section.

3.4 Model training

We used a stratified technique to split the data into training and validation sets with a 20% split for the classification job,
guaranteeing a balanced representation of both classes. Next, the data were standardized mean and standard deviation
set to 0 and 1 respectively for consistency. Batch sizes of 128 and 200 iterations/epochs were selected for training. These
variables achieve the best performance by maximizing effectiveness, efficiency, and avoiding overfitting. The elements of
our LConvNet model after training are displayed in Table 1.

3.5 EEG feature extraction methods

This section discusses three existing models that proved successful in the extraction and classification of EEG data from
previous literature. The three models are used for comparison and benchmarking while evaluating our LConvNet model.
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T A B L E 1 LConvNet architecture input and output components.

Layers

Input (nsamples
ntimesteps,
n_channels) Operations Output shape

No. of
Parameters

(1, 256, 25) Reshape (1, 25, 256, 1) 0

1 (1, 25, 256, 1) Conv2D, Filter @ (3*3), Kernels @ 16, MaxPooling2D @ (2,2),
Padding= same, Activation=Relu

(1, 12, 128, 16) 160

2 (1, 12, 128, 16) Conv2D_1, Kernels @ 32, Filters @ 5*5, MaxPooling2D @
(2*2), Padding= same, Activation=Relu

(1, 6, 64, 32) 12,832

3 (1, 6, 64, 32) Conv2D_2, Kernels @ 64Filters (7*7), MaxPooling2D @ (2*2),
Padding= same, Activation= relu Dropout (rate= 0.5)

(1, 3, 32, 68) 106,692

4 (1, 3, 32, 68) TimeDistributed (Flatten) (1, 3, 2176) 0

5 (1, 3, 2176) TimeDistributed (Dense)(32) (1, 3, 32) 69,664

6 (1, 3, 32) LSTM (32) (1,32) 8320

7 (1,32) GlobalveragePooling1D (1,25) 0

Concatenate (1,57) 0

8 (1,57) Kernel_Constraint=max_norm(0.5) (None, 1) 58

Dense (sigmoid)

Total parameters 197, 726

3.5.1 Feature extraction using EEGNet

The inputs shape for EEGNet41 model is taken as (C, T) where C is the number of EEG channels and T refers to EEG
time steps. The architecture of the EEGNet consists of two main parts: the EEGNet module and the classification layer.
The EEGNet module is composed of three layers:

i. Depthwise Convolution Layer with filter size (C, 1). The Kernel Length (K) is half the EEG Sampling Rate. This layer
learns features that are specific to electrode channels, hence, this layer is capable of extraction of latent temporal
features of the EEG even and up to low frequencies.

ii. Pointwise Convolution Layer with filter size (1, 1) that combines the output channels from the previous layer. This
reduces the dimensionality and allows for fewer training parameters making the model more efficient.

iii. A Pooling layer that performs temporal aggregation across the time dimension of the input data. This further reduces
dimensionality while allowing the extraction of relevant features.

For this study, we substituted C with the number of preprocessed channels which equals 25, T equals 256 and K is
half the sampling frequency we use which is 64. We substitute SoftMax with sigmoid for binary classification.

3.5.2 Feature extraction using ShallowConvNet and DeepConvNet

The ShallowConvNet proposed by Reference [42] consists of a single convolutional layer, followed by an average pooling
layer and a fully connected layer. The convolution layer has 40 filters with 25-time points, which allows the network
to capture both spatial and temporal information from the EEG signals. ReLU activation function is applied to prevent
instability caused by the vanishing gradient. After the convolution layer, the output is fed into a global average pooling
layer, which averages the activation values across all of the temporal and spatial dimensions. This helps to reduce the
dimensionality of the data hence preventing overfitting. The output of the global average pooling layer is then passed to
a fully connected layer with units which produces a probability distribution over the classes.

The exact DeepConvNet architecture as proposed by Reference [42] varies depending on specific EEG decoding but a
common configuration consists of 4 to 5 convolution layers with increasing filter sizes, followed by batch normalization
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OMAR et al. 11 of 23

and dropout layers to prevent overfitting. The number of filters in each convolution layer increased from 25 to 100, allow-
ing. DeepConvNet captures increasingly complex features. The filter sizes in the first two convolutional layers are set to
1-time points, while those of subsequent layers increased to capture large-scale features. The output is then passed to a
global average pooling and fully connected layers for classification.

4 RESULTS

4.1 Performance evaluation

To evaluate performance of the models, we first tested models’ accuracies, precision, recall, and F1 score with a threshold
of 0.7 using Equations (12)–(15).

Accuracy = TP + TN
TP + TN + FP + FN

(12)

Precision = TP
(TP + FP)

(13)

Recall = TP
TP + FN

(14)

F1 = 2 ∗ Precision ∗ Recall
Precision + Recall

(15)

where TP is true positives, FP is false positives, FN is false negatives, TN is true negatives, and C is the number of classes
(2). Table 2 shows the summary of the findings.

Accuracy gauges how well a model performs overall when making predictions. The performance of the model
improves with accuracy. Our models LConvNet and DeepConvNet have the highest accuracy rates, with 97% and 96%,
respectively, according to the provided metrics, whereas, EEGNet has an accuracy of 86%, and ShallowConvNet, 78%.
When comparing all expected occurrences, precision is defined as the percentage of true positives. The model is better at
detecting the positive classes when precision is increased. As can be seen in Table 2 that LConvNet is the model with the
highest precision, followed by DeepConvnet. The least precise networks are EEGNet and ShallowConvnet. Recall counts
the number of actual positive instances that are actually true positives. Likewise, LConvNet and DeepConvNet exhibit the
highest average recall. The F1 score, which is a gauge of the models’ overall effectiveness, is the harmonic mean of preci-
sion and recall. According to Table 2 results, LConvNet, DeepConvNet, EEGNet, and ShallowConvNet have the greatest
F1 Scores.

The proportion of True Positives (second row, second column), True Negatives (first row, first column), False Positives
(first row, second column), and False Negatives (second row, first column) for LConvNet (A), DeepConvNet (B), EEG-
Net (C), and ShallowConvNet (D) is shown in the confusion matrices for the four models in Figure 5 where LConvNet
performs better than other models.

The total effectiveness of the model in differentiating between positive and negative cases is displayed by the Area
Under a Curve (AUC). The AUC curve in Figure 6 compares the performance of the four models (models are identified by
graph color as shown in legend). The better the AUC value, the better the model’s ability to discriminate between positive
and negative data is.

T A B L E 2 Performance metric values.

LConvNet ShallowConvNet EEGNet DeepConvNet

Accuracy 0.97 0.78 0.86 0.96

Precision 0.97 0.85 0.88 0.96

Recall 0.97 0.78 0.86 0.96

F1-Score 0.97 0.77 0.85 0.96
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12 of 23 OMAR et al.

F I G U R E 5 Confusion Matrices. (A) LConvNet, (B) DeepConvNet, (C) EEGNet and (D) ShallowConvNet: Confusion Matrices shows
the proportion of True Positives True Negatives, False Positives, and False Negatives (second row, first column) for LConvNet (A),
DeepConvNet (B), EEGNet (C), and ShallowConvNet (D).

F I G U R E 6 AUC for the four models for the validation dataset: The total effectiveness of the model in differentiating between positive
and negative cases is displayed by the Area Under a Curve (AUC).
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OMAR et al. 13 of 23

We then use Cohen’s Kappa (CK) and Mathew Correlation Coefficient (MCC) as expressed in Equations (16) and (17)
respectively to evaluate the degree of agreement between the predicted and actual labels in each of the four models.

CK = Po + Pe

1 − Pe
(16)

MCC = TP ∗ TN − FP ∗ FN
√
(TP + FP)(TP + FN)(TN + FP)(TN + FN)

(17)

Cohen’s Kappa measures the agreement between predicted and actual labels (Po), adjusted for chance (Pe), and ranges
from −1 (complete disagreement) and 1 (perfect agreement).

LConvNet, with a CK value of 0.9639 indicates a very high level of agreement between the predicted and true labels,
with a small margin of error. The MCC value of 0.9642 confirms this high level of performance, indicating a very strong
correlation between the predicted and true labels as shown in Table 3. DeepConvNet model indicates a relatively high
level of agreement with CK of 0.9520, the MCC value of 0.9523 confirms this level of performance. EEGNet and Shallow-
ConvNet indicate good and moderate levels of performance respectively when distinguishing between the predicted and
true labels with good values of 0.7995 and 0.7304 confirmed with MCC of 0.8058 and 0.7304, respectively.

We further assess how well the models can tolerate hostile input samples in order to compare robustness. The adversar-
ial samples used in this evaluation are duplicates of the original input data that have been altered to include perturbation
created using the Fast Gradient Sign Method (FGSM) attack depicted in Equation (18). This was done with the intention
of purposely misclassifying the model.

Y = x + ϵ ∗ sign(▽xJ(Θ, x, y)) (18)

In this context, Y is the adversarial output, x is the input data, y is the ground truth label of the input data, 𝝐 is the
magnitude for perturbation applied to the input data x, we selected a small perturbation value, specifically 𝜖 = 0.01 to
ensure any perturbations generated are imperceptible to the human eye which is desirable for deception, sign function
ensures that the perturbation is aligned with the direction that maximizes the loss (i.e., the direction that makes the neural
network most likely to make a mistake),▽ is the gradient of the loss function, Θ is our model, and J is the loss function.

The models are assessed according to how well they classified the validation data with accuracy. According to Table 4,
all four models perform relatively better on the original data than they do on the adversarial data. This indicates that
the models can classify the input data more accurately when it has not been altered. However, accuracy suffers dramat-
ically when input data is disrupted, showing that the models are not strong enough to withstand hostile attacks. The
degree of accuracy declines differs between models, with EEGNet and DeepConvNet performing considerably worse while
LConvNet and ShallowConvNet show the least but still noticeable accuracy decline.

In conclusion, all four models performed well on the classification task, but LConvNet and DeepConvNet stand out
with very high levels of performance, while EEGNet and ShallowConvNet have well to moderate levels of performance.

T A B L E 3 Model’s agreement to actual and predicted labels.

LConvNet ShallowConvNet EEGNet DeepConvNet

Cohen Kappa 0.9639 0.7304 0.7995 0.9520

MCC 0.9642 0.7527 0.8058 0.9523

T A B L E 4 Robustness evaluation.

LConvNet ShallowConvNet EEGNet DeepConvNet

Original data accuracy 0.96 0.48 0.98 0.90

Adversarial data accuracy 0.53 0.25 0.48 0.51

Accuracy difference 0.43 0.23 0.49 0.39
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14 of 23 OMAR et al.

4.2 Trainability evaluation

By computing the mean predictions from actual values and, accordingly, the mean of the squared differences between the
predictions and the mean predictions of the validation datasets, we were able to determine the bias and variance when
evaluating the models’ trainability.

LConvNet has the most trainable parameters (197,726) of the four models, according to Table 5. Although it has a
reasonably high variance (0.1812) and a relatively low bias (0.00130), suggesting that it is able to fit the training data
well, however, it may overfit when introduced to new data. ShallowConvNet has a bias of 0.0777 and fewer trainable
parameters (41,841) than LConvNet, which indicate that it slightly underfits the training set of data. The fact that it has
a low variance of 0.0999, however, suggests that it might be more reliable to generalize new data. Of the models listed,
the EEGNet model has the fewest trainable parameters (753). Its low bias (0.01741) indicates that it can adequately fit the
training set of data. However, has a higher variance of 0.1619, which may indicate it is prone to overfitting. DeepConvNet
has a larger number of trainable parameters (150,551) and a relatively low bias (0.0148), which suggests that it is able to
fit the training data well, however, a higher variance of 0.20587 may indicate it is prone to overfitting.

We obtain a local perspective when assessing the models’ performance and generalizability by taking variance and
bias into account. Variations in results can be related to elements like complexity, model architecture, and the number
of trainable parameters. We examine learning curves (LC), which plot accuracy versus training iterations (epochs), to
better understand how the models behave during learning process, as shown in Figure 7. The plots show, DeepConvNet
and ShallowConvNet to have greater instability in determining accuracies as they update validation parameters during
learning compare to LConvNet and EEGNet.

T A B L E 5 Trainability evaluation.

LConvNet ShallowConvNet EEGNet DeepConvNet

Trainable parameters 197,726 41,841 753 150,551

Bias 0.00130 0.0777 0.01741 0.01487

Variance 0.18124 0.0999 0.1619 0.20587

F I G U R E 7 Accuracy LCs. LConvNet (A), DeepConvNet (B), EEGNet (C), ShallowConvNet (D): This figure presents the accuracy
learning curves for the different models. These curves are crucial for assessing the models’ convergence and performance trends, offering
insights into how well each architecture learns and improves accuracy over the course of training.
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OMAR et al. 15 of 23

Similarly, the Loss LCs shown in Figure 8, depict how well the four models learn and iteratively improve as they
each update parameters, they confirm the results given by Accuracy LCs in Figure 7. Hence, the training processes for
the LConvNet (A) and EEGNet (C) models demonstrate greater stability and consistency in learning from the data as
compared to DeepConvNet and ShallowConvNet.

4.3 Model visualization

We employed feature visualization to comprehend the pertinent characteristics used for classification within the layers of
the models in order to access the interpretability of the models. As demonstrated in Figure 9, all models except LConvNet
show extremely distinct, diffuse features with high layer activation, whereas LConvNet CNN layers (without the LSTM
component) show more localized features with low-layer activation. The colors of the heatmaps in Figure 9 show the
degree of activation; darker colors indicate lower activation and lighter colors indicate more activation.

4.4 Scalability and efficiency metrics

4.4.1 Training and inference times

By calculating the efficiency of the models using the training and inference time, we can assess the scalability of the mod-
els. Training time refers to the amount of time spent learning the data and updating the model’s parameters to minimize
the loss function, Inference time, on the other hand, refers to the amount of time it takes for the trained model to make
predictions on fresh, unstudied data.

Table 6 shows LConvNet as having the highest number of trainable parameters among the four models. However,
it has the fastest training time per parameter with a cumulative total of 343.87 s and the fastest inference time of 0.49 s
per parameter. This suggests that LConvNet may be highly scalable as it can train quickly on large datasets and make

F I G U R E 8 Loss LCs. LConvNet (A), DeepConvNet (B), EEGNet (C), ShallowConvNet (D): Loss learning curves depict how the loss
function, which measures the difference between predicted and actual values, changes over training epochs. Monitoring these curves is
essential for assessing the convergence and optimization of neural network models. Figure 8 provides insights into how each architecture
minimizes its loss during the training process, aiding in the evaluation and comparison of their training dynamics.
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16 of 23 OMAR et al.

F I G U R E 9 Layer activation heat maps. LConvNet (A), DeepConvNet (B), EEGNet (C), ShallowConvNet (D): This figure showcases
layer activation heat maps for various neural network architectures. Layer activation heat maps visually represent the activation levels across
different layers of each neural network during the processing of input data.

T A B L E 6 Scalability evaluation.

LConvNet ShallowConvNet EEGNet DeepConvNet

Trainable parameters 197,726 41,841 753 150,551

Training time 343.87 370.15 334.21 323.71

Inference time 0.49 0.75 0.75 0.86
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OMAR et al. 17 of 23

predictions in real-time. With only 41,841 trainable parameters, ShallowConvNet has fewer parameters than LConvNet,
however, it has a relatively slow training time of 370.15 s and a relatively slow inference time of 0.75 per parameter. This
may suggest that ShallowConvNet may not be as scalable as LConvNet as it may take longer to train and make predictions
on larger datasets. EEGNet has fewer numbers of trainable parameters at 753, however, a relatively slowest training time
of 334.21 s and a relatively slow inference time of 0.75 s, hence may not be as scalable as LConvNet and may take longer to
train and make predictions on larger datasets compared to LConvNet. With 150,551 trainable parameters, DeepConvNet
has a moderate number of parameters compared to LConvNet and ShallowConvNet. DeepConvNet has a relatively fast
training time of 323.71 s, but a slower inference time of 0.86 s compared to the rest. This suggests that DeepConvNet may
be moderately scalable, as it can train relatively quickly on large datasets, but may take longer to make predictions in
real-time applications compared to the rest.

In summary, LConvNet appears to be the most scalable of the four models, with the fastest training and inference times
despite having the largest number of trainable parameters. ShallowConvNet and EEGNet have relatively fewer numbers
of trainable parameters, but slower training and inference times compared LConvNet which may limit their scalability.
DeepConvNet has a moderate number of trainable parameters and relatively fast training time, but its slower inference
time may limit its scalability compared to LConvNet.

4.4.2 Parameter efficiency

In this study, we assess Parameter Efficiency (PE) by measuring the average number of parameters processed by the
models in a single training batch calculated using Equation (19).

PE = N
E ∗ B

(19)

For each input, where PE refers to the parameter efficiency value, N is the number of parameters, E is the number
of training epochs and B is the training batch size. A higher efficiency value indicates that a model can handle a greater
number of trainable units in a single batch, which is desirable.

Table 7 shows, LConvNet and DeepConvNet as the most parameter-efficient models among the four, as they can give
better performance with a moderate number of trainable parameters. ShallowConvNet is also relatively efficient, while
EEGNet requires a large number of epochs/or batch size to achieve the same level of performance as the other three
despite having very few trainable parameters.

4.5 Analysis of LConvNet temporal dependencies

Before classification, preprocessing was conducted on the raw data and involved a number of processes that could affect
how our model extracts temporal connections. This section highlights a few potential temporal relationships that our
LConvNet model discovered.

4.5.1 Frequency-specific temporal patterns

The bandpass filtering of raw EEG data between 1 and 45 Hz followed by subsequent segmentation of EEG data to a fixed
duration epochs of 2 s with an overlap of 1 s, allows the model to capture relevant frequency-specific temporal patterns.

T A B L E 7 Parameter efficiency evaluation.

LConvNet ShallowConvNet EEGNet DeepConvNet

Trainable parameters 197,726 41,841 753 150,551

PE value 7.7236 1.6375 0.0294 5.8880

Note: Epoch= 200; Batch size= 128.
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18 of 23 OMAR et al.

We convert the preprocessed EEG data into frequency domains using bands ranging between 0.5 and 4.5 Hz (Delta),
4.5 and 8.5 Hz (theta), 11.5 and 15.5 Hz (sigma), 15.5 and 30 Hz (beta), 30 and 45 Hz (gamma) using welch method to
derive power spectral density (PSD) spectrograms.44 Analysis of EEG data in these particular frequency bands is crucial
since, as explained in the related literature section, each frequency band corresponds to a different set of cognitive and
neurological processes in the brain. Then, in order to enable visualization and get insight into our model’s propensity to
distinguish between different output classes, we transformed findings of corresponding frequency bands to spectrograms
and then applied t-Distributed Stochastic Neighbor Embedding (t-SNE) with output space of 2 and perplexity of 5 to each
of the spectrograms and fit to our model.

Figure 10 shows that our LConvNet model distinguished clear separation between epileptic and healthy classes with
distinct properties given a specific timeframe epoch (2 s) with a 1-s overlap. Gamma, Beta, and Delta produced better
classification results.

4.5.2 Temporal dynamics of EEG activities

During preprocessing, we initially sample EEG data at a rate of 128 Hz, which implies that for every second of EEG data,
there are 128 data points, hence, the level of temporal information to be caught in EEG signals is determined by t= 1

F I G U R E 10 t-SNE visualization of frequency specific temporal patterns. Delta waves (A), theta waves (B), alpha waves (C), sigma
waves (D), beta waves (E), gamma waves (F). Yellow= epileptic class, Purple=Non-epileptic, CA=Classification Accuracy: This figure
displays frequency-specific temporal patterns of the four models.
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(s)/128 (∼8 ms). We evaluate our model using resolutions of ∼4 and ∼16 milliseconds (ms). A medium-high temporal
resolution of∼8 ms allows the model to capture quick brain processes that occur in millisecond timescales, such as evoked
potentials or transient oscillations, which are important in understanding cognitive processes and neurological disorders.
Figure 11 highlights the analysis of temporal dynamics of EEG data.

4.6 Temporal correlations between EEG channels

The EEG dimensionality reduction is performed using PCA, which subsequently captures correlations between EEG
channels such as brain regions and/or functional connectivity networks. PCA operation standardized the EEG channels
to 25 components prior to segmenting data into epochs. The sample preprocessed EEG data are a 3D array of shapes
(nepochs, nchannels, ntimepoints) where nepochs is the number of epochs, nchannels the number of EEG channels, and
ntimepoints is the number of time steps.

r =
∑
(xi − x−) (yi − y−)

√
(
∑
(xi − x−)2

∑
(yi − y−)2)

(20)

F I G U R E 11 t-SNE visualization of temporal dependencies at varied resolutions. (A) ∼8 ms, (B) ∼16 ms, (C) ∼4 ms: This figure displays
highlights from the analysis of temporal dynamics of EEG data.
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20 of 23 OMAR et al.

F I G U R E 12 Correlation matrix of EEG channels between EEG epochs: This figure displays heatmaps as a result of assessing the
temporal correlations between EEG channels by calculating the Pearson Correlation Coefficient (r) between electrodes of EEG channels in
an epoch.

We assess the temporal correlations between EEG channels by calculating the Pearson Correlation Coefficient (r)
between electrodes of EEG channels in an epoch as expressed in Equation (20) above where xi and yi are the individual
observations values of the EEG channel’s electrode, x− and y− are the means of EEG temporal dynamics for the respective
EEG channels’ electrodes. The results are depicted in Figure 12.

The Mean Correlation Matrix heatmap shown in Figure 12 shows a much stronger positive correlation between
electrodes from similar channels of a sample preprocessed EEG data at a particular time point.

5 DISCUSSION

5.1 Comparison of the models’ based on performance metrics

In this study, we proposed LConvNet, a shallow LSTMCNN model that can generalize well in Time Domain EEG classifi-
cation tasks. We first compare the model’s performance against existing EEG classification models, highlighting strengths
and weaknesses using metrics such as accuracy, precision, recall, F1-Score, Mathew’s Correlation Coefficient, and Cohen’s
Kappa. We note that LConvNet has the best overall performance followed by DeepConvNet, EEGNet, and ShallowCon-
vNet. Similarly, based on the AUC curve shown in Figure 6, all models are seen to possess good discriminating abilities,
which is consistent with good accuracy and a good balance between precision and recall.

Subsequently, the models’ robustness was assessed using adversarial data, of concern, the accuracy of all models
dropped significantly. This indicates that the models are not robust to handle malicious attacks. This is critical since adver-
sarial attacks are a growing concern in sensitive domains like healthcare where the consequences of misclassification can
be severe. It is, therefore, essential to evaluate such a model’s performance before deployment.

Another concern is that the level of perturbation used in this research study is relatively small and unnoticeable to
the human eye, this raises possible concerns for malice and intentional sophisticated manipulation for the purpose of
misclassification. Researchers and practitioners should focus on developing robust models to ensure their suitability for
deployment in sensitive domains.

5.2 Trainability of the models

Overall, the findings suggest that each of the models has its own strength and weaknesses in terms of the ability to fit the
training data and generalize to new data. The LConvNet and DeepConvNet appear to fit the training data well but may
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be prone to overfitting due to higher variances. The ShallowConvNet on the other hand may be slightly underfitting the
training data but may be more robust to generalization. The EEGNet model appears to fit the training data well but is also
prone to overfitting.

The comparison of the learning curves for the different models provides additional insights into their behavior during
training. The more stable and consistent learning curves of LConvNet and EEGNet suggest that they may be more reliable
models for predicting new data compared to the more erratic learning curves of DeepConvNet and ShallowConvNet.
However, it is important to note that results may be influenced by the specific complexity of the models and further
analysis and evaluation would be necessary to draw more definitive conclusions.

5.3 Scalability and parameter efficiency of the models

The models’ scalability is evaluated based on their training and inference times, which are important metrics in deter-
mining the model’s ability to handle larger datasets and making predictions in real-time applications. Derived results
revealed that LConvNet has the highest number of trainable parameters but with the fastest training and inference time
per parameter. This indicates the highest scalability among the four models.

Furthermore, we assess the models’ efficiency through the number of parameters that can be processed by the mod-
els in a single training cycle. The results indicate that LConvNet and DeepConvNet are the most parameters efficient,
meaning that they can handle more single units in a single training batch. These findings have practical implications.
In particular, the results indicate that a moderate number of trainable parameters may be preferable to achieve perfor-
mance with a reasonable batch size and number of training epochs. Subsequently, the results suggest that even models
with fewer trainable parameters may still require a large number of epochs or batch size to achieve optimal performance,
highlighting the importance of careful model selection and hyperparameter tuning.

5.4 LConvNet temporal dependencies

Derived results demonstrate that LConvNet is capable of extracting frequency-specific temporal patterns critical for clas-
sification tasks. This suggests that frequency domain analysis is a powerful technique for identifying features relevant
for classification. Subsequently, it highlights the importance of preprocessing steps like bandpass filtering and EEG
segmentation in capturing temporal dependencies in EEG.

Moreover, the findings suggest LConvNet is effective in analyzing EEG data in high temporal resolutions and
the preprocessing used is capable of capturing temporal correlations between EEG channels. The use of PCA to
reduce dimensionality further enables our LConvNet model to capture more complex correlations between channels’
electrodes.

Overall, the findings demonstrate the ability of LConvNet model to capture temporal dependencies in EEG data,
which is critical for an accurate classification of EEG signals in clinical settings. The findings may have implications for
the development of more advanced EEG signal processing techniques that can be used to diagnose and treat neurological
disorders.

6 CONCLUSION

This study adeptly confronts the challenges associated with binary classification of EEG bio-signals, particularly the sub-
jectivity and error-proneness inherent in conventional analysis methods due to the dynamic and non-stationary nature
of EEG data. The innovative LConvNet model proposed in this research strategically harnesses the capabilities of Con-
volutional Neural Networks (CNN) for spatial feature extraction and Long Short-Term Memory (LSTM) networks for
capturing temporal dependencies. Through the Utilization of open-source EEG data from Temple University Hospital, the
model achieved remarkable success, outperforming existing EEG classification models such as EEGNet, DeepConvNet,
and ShallowConvNet. Additionally, the model exhibited exceptional performance in terms of trainability, scalability, and
parameter efficiency during further testing.
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