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WHY Do we 
need Lite-Ai 
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The Coming 
Clinical - Ai 
Revolution



Unparallel  
Accuracy? 



Progress of 
ANN

Zuo, Chao & Qian, Jiaming & Feng, Shijie & Yin, Wei & Li, Yixuan & Fan, 
Pengfei & Han, Jing & Qian, Kemao & Chen, Qian. (2022). Deep learning 
in optical metrology: a review. Light: Science & Applications. 11. 39. 
10.1038/s41377-022-00714-x. 

From a shallow – simple CNN 
to multilayer deep complex 
model 



Progress of ANN

Image base LLM

Number of parameter per-model increase significantly in just few years 

↑ >10%

7 x

Tan, M., & Le, Q. (2019, May). Efficientnet: Rethinking model scaling for convolutional neural 
networks. In International conference on machine learning (pp. 6105-6114). PMLR.



Demand in Computer Resource



Demand in Data
Image base NLP

arXiv:2207.02852 [cs.LG]

https://arxiv.org/abs/2207.02852


Impact of Demand

• Socio-economic barrier

• Infrastructure strain 

• Environmental impact 

• Limits in potential application



The WHO Constitution (1946) 
envisages “…the highest 
attainable standard of health as a 
fundamental right of every human 
being.” Acknowledging health as a 
human right recognizes a legal 
obligation on states to ensure 
access to timely, acceptable, and 
affordable health care.

Component 
Right to health

1. Availability 

2. Accessibility 

3. Acceptability 

4. Quality 



Accessible

Non-
Discriminations

Physical 
Accessibility 

Economical 
Accessibility 

Information 
Accessibility 

Component of 
in-accessibility



High Income Nation 
à Data Privacy 

Middle Low-Income Nation
à Resource Accessibility
à Local data Availability



Effect of dataset 
locality



Local Context 
● In Clinical Ai  local context is crucial, 

● Incident rate continuously changes

● Demographic: Population aging and mobility

● Changes in treatment planning

Local training 
Local validations 

Local model deployment 



Centralize Vs Isolated 
Learning

Isolated 
Learning

Limited Data

Generalization 
Issues

Poisson data 
attack

Centralized 
Learning
Data privacy 
and Security 

Model Bias

Network quality



Federated Learning

● Train and validated using local dataset

● Merge with other model for greater 
generalization 

● No data sharing between node 

● Poisson data attack are localized 



Federated-AI in Malaysia

Ideally Realistically speaking



Federated-AI in 
Malaysia

● Due to limit in financial resource and talent. 

● Only edge-like serve can be deploy in clinic / 
hospital

● Introduce the restrain to what kind of ML model 
can be deployed. 



Specific

Generalized

Abadade, Y., Temouden, A., Bamoumen, H., Benamar, N., Chtouki, Y., & Hafid, 
A. S. (2023). A Comprehensive Survey on TinyML. IEEE Access.



Tiny – ML 
Subfield of AI that leverages extremely low-profile
devices to execute AI algorithms, reducing the energy
consumption, CO2 emissions, and the overall cost
associated with traditional AI methodologies.

ChatGPT



Tiny - ML
• Practical Applications: 

• Wearable, manufacturing sensor, 
health monitoring, satellite 

• Low-power and Offline Capabilities: 
• Focus on microcontrollers
• Run unplugged for extended 

periods
• Remote location deployment 

(offline learning)

• Privacy and Ethics: 
• Processing data at the source
• Satisfying data protection 

regulations :

Abadade, Y., Temouden, A., Bamoumen, H., Benamar, N., Chtouki, Y., & Hafid, A. S. 
(2023). A Comprehensive Survey on TinyML. IEEE Access.



Can we use Tiny-ML? No

Huang, G. H., Fu, Q. J., Gu, M. Z., Lu, N. H., Liu, K. Y., & Chen, T. B. (2022). Deep transfer 
learning for the multilabel classification of chest X-ray images. Diagnostics, 12(6), 1457

• ‘Big-Model’ is needed to process complex 
medical image

• Somehow mobilnet never produce good 
result

• Difficult task such generative and LLM 
are deem necessary in the future



What is Lite-Ai
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Lite-Ai 
is a middle 
alternative



Big – ML Optimize for big server

Tiny - ML optimize 
for microcontroller 

FPGA

Mobile device

Jetson

Coral

• Which ML model is 
optimized for the 
middle ?

• We have the device 
but not the ML model 



Lite – Ai 
● Not attempt to shrink or minimize the complexity! 

● Is attempt to repackage or re-optimize existing Big 
AI Model to be more efficient 

● Make it ‘Lite’ enough to run on middle-size computer 
(~Fog computing) 

○ RAM – 1 – 8 Gig 
○ GPU is not essential  

● To be execute in environment and infrastructure that 
have ‘adequate-resource’ 

○ Continuous power
○ Stable connectivity (not fast) 
○ No aircon but climate fluctuations are 

negligible  

The Tomark Aero Viper SD4
Even though it is a ‘Lite’ aircraft but 

still highly complex



Transitioning



Paradigm Shift

Performance 
Matrices

Efficient 
design



HOW ? 
Is it even 
possible
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still work in 
progress



repackage

repackage



Example of Method

Loading dataset and per-
processing mapping is done per-
batch

Extracting saliency mapping 
before training

On-the-Fly Loading Anomalous ROI Model Repacking
Repacking and re-modelling the 
model



Clinical Data Size 

• Total size of sample is 43 Gig 

• Impossible to load ALL in RAM



Full data loading

Extract Preprocessing Train & Val
per-batch



On-the-fly 

Define path

Define preprocessing

Loading 
per-batch

Preprocess 
mapping per-batch

Train & Val
per-batch



TF. Example

Dataset obj

Preprocess func()

Attach map func()

Give data obj

• For advance input and 
output require tf.data

• Sorry not familiar with 
pytorch



● Advantageous:
○ Allowing bigger and complex model to be load into 

the RAM 
○ Adding room to increase input data dimension ß 

more information 
○ Take advantage of parallel processing, CPU threads 

handling data loading and preprocessing while GPU 
threads handle model training

Pro & Con of  



● Disadvantageous: 
○ Complex input (multi-type input) with complex target 

(regression, multilabel, multitype) will be very difficult to 
set-up 

○ Slow data extraction (pulling from cloud) can cause 
GPU to wait for data input; therefore, the I/O speed 
matter  

Pro & Con of  



Region of Interest (ROI) extraction
● Extract ROI from image
● Region proposal network
● Reduces computation resource 

improving efficiency and speed, as the 
network only needs to focus on relevant 
regions

Anomalous ROI Extraction 
● Anomalous region extraction  focuses on 

identifying regions in the image that 
significantly deviate from the norm.

● This is primarily used in anomaly detection 
tasks, 

Anomalous ROI



Nakao, T., Hanaoka, S., Nomura, Y., Murata, M., Takenaga, T., Miki, S., 
... & Abe, O. (2021). Unsupervised deep anomaly detection in chest 
radiographs. Journal of Digital Imaging, 34, 418-427.

Baur, C., Denner, S., Wiestler, B., Navab, N., & Albarqouni, S. (2021). Autoencoders 
for unsupervised anomaly segmentation in brain MR images: a comparative 
study. Medical Image Analysis, 69, 101952.

ProbMat
+

SOM

Autoencoder

GAN



Allow image resolution to be reduce while still ‘noting’ the CNN-model 
there’s an anomaly in this region



Hough Circle 
Transformation



● Does not reduce the baseline memory much, but immensely reduce 
training memory 

● Require careful understanding the function of each layer, the activation 
function and optimization 

● Require dedicated MSc / PhD

● Example of Model repacking 
○ Easy : Reducing channel from 3 to 1 
○ Intermediate: Combining residual layer 
○ Hard: ”densing” a model 

● Cheat technique is to use knowledge distillation technique. 

Model Repacking



Example of 
• A model inspire by DenseNet121
• Can take 512x512 image as input
• Use 1 channel instead of 3 
• Aggressive feature reduction



Knowledge Distillation 
method 



Mixed Precision



Conclusion
Q & A
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Conclusion

● Due limit is resource while at the same time requiring complex AI-
model. A new type of AI-Model is needed 

● Lite-AI attempt to repackage or re-optimize existing Big AI Model 
to be more efficient 

● It also develop to increase Clinical Ai accessibility to more people 



In research and 
development, we 
need to strongly 
consider its 
accessability to 
people of less 
fortunate



Q & A
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Reduce input size? ~No

256 x 256

Sabottke, C. F., & Spieler, B. M. (2020). The effect of image 
resolution on deep learning in radiography. Radiology: Artificial 
Intelligence, 2(1), e190015.


