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Abstract
Along with technological advancement, the application of machine learning algorithms in industry, notably in the medical
field, has grown and progressed quickly. Medical databases commonly contain a lot of information about the medical
histories of the patients and patient’s conditions, in addition, it is challenging to identify and extract the information that will
be relevant and meaningful for machine learning modelling. Not to mention, the efficacy of the predictive machine learning
algorithm can be enhanced by using only useful and pertinent information. Hence, feature selection is proposed to
determine the significant features. Thus, feature selection should be fully utilized and applied when building machine
learning algorithm. This study analyzes filter, wrapper, and embedded feature selection methods for medical data with the
predictive machine learning algorithm, Random Forest and CatBoost. The experiment is carried out by evaluating the
performances of the machine learning with and without applying feature selection methods. According to the results,
CatBoost with RFE shows the best performance, in comparison to Random Forest with other feature selection methods. ©
2023, The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd.
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